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Abstract:

In the traditional database, such as transaction database, mining frequent item with multiple minimum supports using uniform minimum support method is very difficult. Even through the method can do it, but space cost will become huge. In data stream, does this problem exist? We consider the problem that is how to mining frequent item with multiple minimum support in data stream. In this situation, our experiment show lossy counting algorithm can do it. Not like transaction database, the cost the same as uniform minimum support situation. Of course, this experiment can extend frequent itemsets with multiple minimum supports.
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1. Introduction
1.1. Frequent itemset
Frequent itemset mining leads to the discovery of associations and correlations among items in large transactional or relational data sets. With massive amounts of data continuously being collected and stored, many industries are becoming interested in mining such patterns from their databases. The discovery of interesting correlation relationships among huge amounts of business transaction records can help in many business decision-making processes, such as catalog design, cross-marketing, marketing strategies and customer shopping behavior analysis.

A typical example of frequent itemset mining is market basket analysis. This process analyzes customer buying habits by finding associations between the different items that customers place in their “shopping baskets”. The discovery of such associations can help vendors develop marketing strategies by gaining insight into which items are frequently purchased together by customers. For example, if customers are buying milk, how many probabilities are they to also buy bread on the same shop? Such information can lead to increased income by helping vendors do selective marketing and plan their shelf space.

Frequent itemset has a formal definition. The occurrence frequency of an itemset is the number of transactions that contain the itemset. This is also known, simply, as the frequency, support count, or count of the itemset. If an itemset I satisfy a prespecified minimum support threshold, then I is a frequent itemset.
1.2. Data Streams
In real world, everywhere can find stream data, such as temperature. Data streams are often generated by real-time surveillance systems, communication networks, Internet traffic, on-line transactions in the financial market or retail industry, electric power grids, industry production processes, scientific and engineering experiments, remote sensors, and other dynamic environments. Unlike traditional data sets, stream data flow in and out of a computer system continuously and with varying update rates. They are temporally ordered, fast changing, massive, and potentially infinite. It may be impossible to store an entire data stream or to scan through it multiple times due to its tremendous volume. Moreover, stream data tend to be of a rather low level of abstraction, whereas most analysts are interested in relatively high-level dynamic changes, such as trends and deviations. To discover knowledge or patterns from data streams, it is necessary to develop single-scan or a few scan times, on-line, multilevel, multidimensional stream processing and analysis methods.
In recent years, many methods are developed for data streams. But they also can use in traditional data set. Nonstream data is becoming massive today. Terabytes or even petabytes database is tending. So single-scan, on-line data analysis methodology is critical and important, however data streams and transaction or relational database.
1.3. Motivation
Mining frequent itemsets is developed long time. First ripe algorithm is Apriori. It is invented by Rakesh Agrawal and Ramakrishnan Srikant in 1994 [1]. Then many efficient and popular methods are developed and devised. In traditional data set, this environment is grow up. Unfortunately, these methods always consider uniform minimum support, it’s not fair for real situation. In the real world, every item has different value. We can’t use one threshold to estimate every one. For instance, a company wants to find popular or income products in this year. If we use uniform minimum support to find frequent items (popular products), it will be unfair. Just think a situation, product A price is fifty thousand, and product B price is one hundred, Product A is sold one hundred, and product B is sold one thousand. Using traditional algorithm will find product B is frequent item. But product B’s income just one hundred thousand, and product A’s income is five million.  Therefore, different itemsets must have different minimum support.
In recent years, some researchers try to find the method for efficient mining frequent itemset within multiple minimum supports [2]. These experiment result show time or space cost are much. In traditional data set, this problem is very difficult to solve. But stream data is different from traditional data set. How can we solve this problem in data streams?
2. Relative Work
2.1. Lossy Counting Algorithm
[3]In this section, we describe a deterministic algorithm that computes frequency counts over a stream of single item transactions. The user specifies two parameters: support s and error ε.
Definitions: The incoming stream is conceptually divided into buckets of with w = 
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 transactions each. Buckets are labeled with bucket ids, starting from 1. We denote the current bucket id by bcurrent, whose value is 
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. For an element e, we denote is true frequency in the stream seen so far by fe. Note thatεand w are fixed while N, bcurrent and fe are running variables whose values change as the stream progresses.
Algorithm: Initially, D is empty, Whenever a new element e arrives, we first lookup D to see whether an entry for e already exists or not. If the lookup succeeds, we update the entry by incrementing its frequency f by one. Otherwise, we create a new entry of the from (e,1,bcurrent-1). We also prune D by deleting some of its entries at bucket boundaries. The rule for deletion is simple: an entry (e,f,Δ) is deleted if f +Δ ≦ bcurrent. When a user requests a list of items with threshold s, we output those entries in S where f ≧ (s –ε)N.
For an entry (e,f,Δ), f represents the exact frequency count of e ever since this entry was inserted into D. The value of Δ assigned to a new entry is the maximum number of times e could have occurred in the first bcurrent – 1. Once an entry is inserted into D, its Δ value remains unchanged.
3. Our Approach

Using lossy counting algorithm within multiple minimum supports is very easy. We don’t need adjust any formula. Just need provide a minimum support table, that records each item’s minimum support. Then using lossy counting algorithm step by step. Finally, checking the frequent items have to use each item’s minimum support.
	Time
	Data Set

	t1
	1 2 3 4 5 6

	t2
	1 3 6 7 9 10

	t3
	2 4 8 9 10

	t4
	3 5 6 7 8

	t5
	1 3 5 6 7

	Fig 1 data set


	Item
	Minimum Support

	2, 4, 8, 9, 10
	0.3

	1, 5, 7
	0.55

	3, 6
	0.7

	Fig 2 minimum support


	Time
	Frequent Items

	t1
	1, 2, 3, 4, 5, 6

	t2
	1, 2, 3, 4, 5, 6, 7, 9, 10

	t3
	1, 2, 4, 8, 9, 10

	t4
	1, 2, 3, 4, 6, 8, 9, 10

	t5
	1, 2, 3, 4, 5, 6, 7, 8, 9, 10

	Fig 3 frequent items


Example: Fig1 show the data stream. In time t1, data set {1, 2, 3, 4, 5, 6} is input. Then we can find frequent items are 1, 2, 3, 4, 5 and 6. Now, we focus on t2 and t3. In t2, item 3 is frequent item, because it’s support is 100%, satisfies greater than minimum support 70%. But item 3 is not frequent item in t3, its support become 66%.
4. Our Approach
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Fig 4 result
Our experiments are using data set is accidents, that is obtained from the National Institute of Statistics (NIS) for the region of Flanders (Belgium) for the period 1991-2000.[4] It is a density data set. We take top ten thousands data set. The hardware is using Intel Core 2 Duo processor, 1 gigabytes memory.
In our experiments, we always fix ε = 0.001. Fig4 show the result. Every one hundred data set, we will output the frequent items. And we also using apriori algorithm mining the transaction database to verify these frequent items. In Fig4, we can see lossy counting algorithm always can find frequent items in each stream data flow. Even through, lossy counting algorithm will find some error frequent items, but compare with apriori algorithm, lossy counting algorithm result include all correct frequent items. This experiment prove lossy counting algorithm is work in multiple minimum supports.
5. Conclusion

This article descripts lossy counting algorithm can mining frequent items within multiple minimum supports. You don’t need adjust anything from this algorithm. It is very easy. This research only experiment single-ton item, but this method can extend multiple items (itemset). If you try to mining frequent itemsets, you should find some efficiently method to design Buffer, Trie, and SetGen models. Then every step is the same as single-ton item.
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