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#### Abstract

Coexistence and interference management issues for machine-to-machine (M2M) and human-to-human (H2H) communications are crucial for the Internet of Things (IoT). This article considers beamforming and power allocation for M2M/H2H coexistence networks adopting the dynamic time division duplex (TDD) spectrum sharing scheme and energy harvesting (EH). The design objective is total system power minimization with device Quality-of-Service (QoS) constraints as well as EH constraints. Since the dynamic TDD introduces new types of interference, i.e., uplink/downlink cross-interference, the considered problem is a challenging nonconvex coupled problem. We first consider a simplified problem without the EH considerations. We propose a novel low-complexity algorithm based on uplink-downlink duality (UDD) and alternating optimization (AO) to tackle this problem. Then, we propose a second-order cone programming (SOCP) relaxation-based AO low-complexity algorithm to deal with the general problem. In the simulation, we study the performance of the QoS, the number of antennas, the number of users, and the power splitting ratio. Finally, the performance of the proposed algorithms have low-complexity than the classical convex optimization method.
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## I. Introduction

IN FUTURE communication applications, such as the Internet of Things (IoT) [2], [3], industry 4.0, 5G, and 6G, massive machine-type devices (MTDs) and human-type devices (HTDs) coexistence issues are an emerging network architecture [4]-[10]. MTDs, such as robot vacuum cleaner, healthcare sensor, and security monitor, have potential applications in smart industries (industry 4.0), smart cities, driverless cars, etc. HTDs are characteristic people interface in cellular networks and communication standards, i.e., smartphones and tablets. In general, MTD and HTD are also named as machine-to-machine (M2M) and human-to-human ( H 2 H ) in most literature, respectively, [1], [5]. Although NB-IoT and LTE-M have been proposed by 3rd Generation Partnership Project (3GPP) standardization [3], [11] to specify low-power and narrowband M2M, the simultaneous wireless information and power transfer (SWIPT)/energy harvesting (EH) technology has been attracted for the IoT field [12]-[20]. In [15], a robust beamforming method has been investigated to deal with the imperfect successive information cancellation and channel uncertainty during channel state information in IoT. In [16], the SWIPT is considered to assist ultrareliable low latency communication with finite blocklength codes in IoT networks. In [17], Dinkelbach and bisection method are using to deal with the energy efficiency SWIPT optimization problem for IoT. Based on the cognitive radio IoT network, [18] uses the beamforming method for secure communication. To energy sustainable IoT, [19] has studied SWIPT multicasting in a downlink (DL) multiple-input single-output (MISO) scenario. In [20], $K$-means and weighted minimum mean square error (MMSE) methods have been proposed to deal with the weighted sum-rate maximization problem for massive connectivity IoT. The above literature mainly researches the EH IoT or IoT while not cope with the $\mathrm{M} 2 \mathrm{M} / \mathrm{H} 2 \mathrm{H}$ coexistence issue in the IoT field. Although [21] consider EH HTDs/MTDs coexistence issue, authors just deal with the uplink (UL) case without DL scenario and transceiver beamforming design.

In order to deal with dense small cells in 5G and enable their efficient operations, 3GPP has introduced a flexible time division duplex (TDD) scheme which is termed the dynamic $T D D$ [22]-[25]. Dynamic TDD [24]-[32] is a spectrum usage scheme that flexibly adjusts DL and UL transmission in a

TDD fashion by utilizing the traffic asymmetry between DL and UL. There are two advantages of dynamic TDD. First, dynamic adjustment UL and DL are suitable for ultradense network (UDN) due to real-time asynchronous multimedia communications. Second, sharing the spectrum of the adjacent cells is effective as network slicing [24]. Dynamic TDD however introduces new types of interference, i.e., UL-to-DL and DL-to-UL cross-link interference, when UL transmission is performed in one cell and DL transmission in a neighbor cell, concurrently. Recently, different application of research literature in dynamic TDD has a single cell [26], two cells [1], [25], [27], [28], and multicell [29]-[32]. In a single cell dynamic TDD scenario [26], device-to-device mode selection and transmission time allocation have been investigated. In two cells dynamic TDD scenario, macrocell-aided femtocell and interference management have been studied in [25], [27], and [28]. Considering multicell dynamic TDD, the beamforming technique is using to deal with cross-link interference [29]-[32]. However, to the best of our knowledge, considering dynamic TDD as a spectrum usage scheme for M2M/H2H EH coexistence networks has not been totally examined in the literature.

Our contributions in this article, which is different from the previous literatures, are summarized as follows.

1) To the best of our knowledge, this is the first paper to study joint beamforming and power allocation (JBPA) design for the coexistence, resource allocation, and interference management issues in green dynamic TDD networks enabled IoT. Previous works considering static (conventional) TDD cannot accommodate uneven UL and DL traffic demands across different adjacent cells, which often arise in IoT scenarios. In addition, we propose the EH (a.k.a. SWIPT) in dynamic TDD to deal with cross-link interference. The augmented EH constraints further pose some challenges in the optimization algorithm design and analysis, for the latter we achieved rank-one solution guarantees as illustrated next (see also Theorems 1 and 4).
2) We consider two related problems in the framework of green dynamic TDD networks, with solutions of own merit for each problem. We first address a simplified problem assuming no EH capabilities at each device. In this optimization problem, we formulate the power minimization in the objective function under per-HTD/MTD Quality-of-Service (QoS) constraints via transmit power allocation in the UL network and transceiver beamforming in UL/DL networks. We propose a novel uplink-downlink duality (UDD)-based algorithm, and compare it with prior arts of semidefinite relaxation (SDR) and second-order cone program (SOCP) methods. We show that the SDR solution satisfies the rank-one constraint, and, therefore, does not lose optimality as a result of rank relaxation in this dynamic TDD networks problem. As demonstrated analytically and numerically, the proposed UDD method has much lower computational complexity than SDR and SOCP without loss any system performance. This design method is suitable applied for the upcoming 6 G and


Fig. 1. According to 3GPP, in two cell dynamic TDD system, this article considers a scenario wherein BS 1 (resp., BS 2) serves UL HTDs (resp., DL MTDs) using a dynamic UL/DL resource management scheme.

IoT area with conceivable massive numbers of machines, antennas, and devices.
3) We address the general problem where each IoT device possesses EH capabilities. The structural properties of the additional EH requirement constraint and powersplitting (PS) ratio constraint render the UDD-based algorithm for the simplified problem not applicable to the general problem. We propose an SOCP relaxationbased algorithm to solve the general problem based on a series of SOCP relaxation procedures. Numerical results demonstrate that the proposed method has the same optimal value as the EH constraint SDR method, with lower computational complexity.
The remainder of this article is organized as follows. Section II describes the MTD/HTD coexistence network with dynamic TDD spectrum sharing and EH. Section III presents the problem formulation with and without EH capabilities. Sections IV and V present approaches to solve the problem without and with EH, respectively. Numerical results and discussions are presented in Section VI. Finally, we discuss the conclusions and future work in Section VII.

Notations: Throughout this article, we denote that matrices and vectors are denoted by the bold uppercase and lowercase letters, respectively. The superscripts $(\cdot)^{M}$ and $(\cdot)^{H}$, respectively, express MTD and HTD. Transpose and Hermitian transpose denote $(\cdot)^{\top}$ and $(\cdot)^{\dagger}$, respectively. The real and imaginary parts denote $\operatorname{Re}(\cdot)$ and $\operatorname{Im}(\cdot)$, respectively. The trace of a matrix and the complex space matrices are denoted as $\operatorname{Tr}(\cdot)$ and $\mathbb{C}^{m \times n}$, respectively.

## II. System Model

Consider a two-cell dynamic TDD network with or without EH, in which one cell handles UL HTDs, while the other cell serves DL MTDs, as depicted in Fig. 1. This should be commonly seen in future daily life [1], [8]. For example, consider a smart factory in industry 4.0 or an unmanned store, built in a residential area, where the factory/store is full of MTDs, while, outside the factory, there are just some typical HTDs in the residential area. Dynamic TDD is an adaptive adjustment of the TDD UL/DL time slot in an adjacent cell. For example, in dynamic TDD two cell mechanism, it admits UL or DL communication at the same time in two cells (as in traditional TDD
mechanism), as well as UL in one cell and DL in an adjacent cell (as depicted in Fig. 1, and is a main focus of this article). Fig. 1 plots an exemplary dynamic TDD operation scenario where one cell serves HTDs in the UL while the other cell serves MTDs in the DL, similar to [1], [8], and [27]. Reversed UL/DL directions in the two cells, i.e., one cell serves HTDs in the DL while the other cell serves MTDs in the UL, can be readily accommodated in the framework of this work due to symmetry. There are $K$ MTDs in the DL network and $L$ HTDs in the UL network. The DL BS has $N_{t}^{\mathrm{D}}$ antennas, the UL BS has $N_{r}^{\mathrm{U}}$ antennas, and each HTD/MTD has a single antenna. Let $\mathcal{L}=\{1, \ldots, L\}$ and $\mathcal{K}=\{1, \ldots, K\}$ be the index set of HTDs and MTDs, respectively. Each device has EH capabilities. For the scenario shown in Fig. 1, each MTD can receive information as well as harvest energy from the serving BS. Therefore, in the DL cell (BS 2 in Fig. 1), the system is a well-known MISO SWIPT scenario.

In the DL transmission, $\sum_{k=1}^{K} \boldsymbol{w}_{k} s_{k}^{\mathrm{M}}$ is the transmitted signal from the DL BS. $s_{k}^{\mathrm{M}} \in \mathbb{C}$ is a zero mean, unit-variance signal destined for the $k$ th MTD, and $\boldsymbol{w}_{k} \in \mathbb{C}_{t}^{N_{t}^{D} \times 1}$ is the associated beamforming vector. The received signal at the $k t h(k \in \mathcal{K})$ MTD is given by

$$
y_{k}^{\mathrm{M}}=\underbrace{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k} s_{k}^{\mathrm{M}}}_{\substack{\text { desired }  \tag{1}\\
\text { signal }}}+\underbrace{\boldsymbol{h}_{k}^{\dagger} \sum_{i \neq k}^{K} \boldsymbol{w}_{i} s_{i}^{\mathrm{M}}}_{\begin{array}{c}
\text { intracell } \\
\text { interference }
\end{array}}+\underbrace{\sum_{\ell=1}^{L} h_{k, \ell} \sqrt{p_{\ell}^{\mathrm{H}} s_{\ell}^{\mathrm{H}}}+\underbrace{n_{k}^{\mathrm{M}}}_{\text {noise }} . . \quad \text { n}}_{\begin{array}{c}
\text { UL-to-DL } \\
\text { interference }
\end{array}}
$$

where the channel from the DL BS to the $k$ th MTD is denoted by $\boldsymbol{h}_{k} \in \mathbb{C}^{N_{t}^{D} \times 1}$, the channel from the transmitter of the $\ell$ th UL HTD to the $k$ th DL MTD is denoted by $h_{k, \ell}, p_{\ell}^{\mathrm{H}}$ and $s_{\ell}^{\mathrm{H}}$ are the transmit power and transmit signal of the $\ell$ th UL HTD, respectively, and $n_{k}^{\mathrm{M}}$ is the additive white Gaussian noise (AWGN) with distribution $\mathcal{C N}\left(0,\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right)$.

Each MTD adopts a PS-based EH scheme. In the information decoding (ID) component, the PS factor is $\rho_{k}(0 \leq$ $\rho \leq 1)$ at the $k$ th MTD. In the EH component, the PS factor is $1-\rho_{k}$ at the $k$ th MTD. The received signal at the ID of the $k$ th MTD is

$$
\begin{equation*}
\tilde{y}_{k}^{\mathrm{M}}=\sqrt{\rho_{k}} y_{k}^{\mathrm{M}}+\widetilde{n}_{k}^{\mathrm{M}}, k \in \mathcal{K} \tag{2}
\end{equation*}
$$

where $\tilde{n}_{k}^{M}$ is the AWGN introduced by the ID in the decoding process with distribution $\mathcal{C N}\left(0, \widetilde{\sigma}_{k}^{2}\right)$. The distribution of $\widetilde{n}_{k}^{M}$ is independent of $n_{k}^{M}$. The signal-to-interference-plus-noise ratio (SINR) at the $k$ th MTD is given by

$$
\begin{equation*}
\operatorname{SINR}_{k}^{M}=\frac{\rho_{k}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right|^{2}}{\rho_{k}\left(\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right)+\widetilde{\sigma}_{k}^{2}} . \tag{3}
\end{equation*}
$$

The harvested energy that can be stored by the $k$ th MTD is given by

$$
\begin{equation*}
y_{k}^{\mathrm{EH}}=\xi_{k}^{M}\left(1-\rho_{k}\right)\left(\sum_{i=1}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right) \tag{4}
\end{equation*}
$$

where $\xi_{k}^{M} \in(0,1]$ is the energy conversion efficiency of the EH circuits at the $k$ th MTD.

In the UL transmission, the received signal at the BS from all HTDs is given by

$$
\begin{equation*}
\boldsymbol{y}^{\mathrm{H}}=\underbrace{\sum_{\text {DL }}^{L} \boldsymbol{g}_{\ell} \sqrt{p_{\ell}^{\mathrm{H}}} s_{\ell}^{\mathrm{H}}}_{\substack{\text { desired signal } \\ \& \text { intracell interference }}}+\underbrace{\boldsymbol{\sum}_{k=1}^{K} \boldsymbol{w}_{k} s_{k}^{\mathrm{M}}}_{\text {-to-UL interference }}+\underbrace{\boldsymbol{n}_{\ell}^{\mathrm{H}}}_{\text {noise }} \tag{5}
\end{equation*}
$$

where the transmit signal from the $\ell$ th HTD is represented by $s_{\ell}^{H} \in \mathbb{C}$, the channel from the $\ell$ th HTD to the UL BS is denoted by $\boldsymbol{g}_{\ell} \in \mathbb{C}^{N_{r}^{U} \times 1}$, the interfering channel from the DL BS to the UL BS is given by $\boldsymbol{G} \in \mathbb{C}^{N_{r}^{U} \times N_{t}^{D}}$, and $\boldsymbol{n}_{\ell}^{H}$ is the AWGN with distribution $\mathcal{C N}\left(0,\left(\sigma_{\ell}^{\mathrm{H}}\right)^{2} I\right)$. Then, the SINR for the $\ell$ th UL HTD after applying the receive beamforming vector $\boldsymbol{v}_{\ell} \in \mathbb{C}^{N_{r}^{U} \times 1}$ is given by

$$
\begin{equation*}
\operatorname{SINR}_{\ell}^{H}=\frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{w}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \tag{6}
\end{equation*}
$$

where $\left(\tilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}=\left(\sigma_{\ell}^{\mathrm{H}}\right)^{2}\left\|\boldsymbol{v}_{\ell}\right\|^{2}$.

## III. Problem Formulation

We consider two related problems in the framework of green dynamic TDD networks. We first address a simplified problem where each device is assumed having no EH capabilities, and then a general problem where each device has EH capabilities as described in the general system model in Section II. The design objective for the simplified problem is per HTD/MTD QoS constrained power minimization, by optimizing the transceiver beamforming and the transmit power allocation from the UL HTD. The design problem, termed the JBPA optimization problem, is mathematically expressed as

$$
\begin{align*}
\min _{\substack{\left\{\boldsymbol{w}_{k}\right\},\left\{\boldsymbol{v}_{\ell}\right\},\left\{p_{\ell}^{H} \geq 0\right\}}} & \sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+\sum_{\ell=1}^{L} p_{\ell}^{H}  \tag{7a}\\
\text { s.t. } & \frac{\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right|^{2}}{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}} \geq \gamma_{k}^{M} \forall k \\
& \frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{w}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \geq \gamma_{\ell}^{H} \forall \ell \tag{7b}
\end{align*}
$$

where we have used $\rho_{k}=1$ and $\widetilde{\sigma}_{k}^{2}=0 \forall k \in \mathcal{K}$ (i.e., each MTD has no EH capabilities and full received power is devoted to ID), and $\gamma_{k}^{M}$ and $\gamma_{\ell}^{H}$ specify the preset target SINR for the $k$ th MTD and $\ell$ th HTD, respectively. Due to the dynamic TDD system [1], [29], [30], we consider the power of BS (DL) and machine (UL) in the objective function. Recently, 5G and 6G are small cell deployments. Therefore, this article's formulated problem and algorithm applies not only to the macrocell but also to the femtocell. In addition, minimizing the total transmit power in the objective function helps reduce $\mathrm{CO}_{2}$ emissions (green communication) since too many devices and small cells simultaneously operate in a 5G/6G world [33].

The general problem has the same design objective and constraints, yet with an additional EH constraint and the receive PS ratio optimization at each MTD. The design problem, termed the joint beamforming, power allocation, and EH (JBPAEH) optimization problem, is mathematically expressed as

$$
\begin{align*}
& \min _{\substack{\left\{\boldsymbol{w}_{k}\right\},\left\{\boldsymbol{v}_{\ell}\right\},\left\{\rho_{k}\right\},\left\{p_{\ell}^{H} \geq 0\right\}}} \sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+\sum_{\ell=1}^{L} p_{\ell}^{H}  \tag{8a}\\
& \text { s.t. } \frac{\rho_{k}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right|^{2}}{\rho_{k}\left(\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right)+\widetilde{\sigma}_{k}^{2}} \geq \gamma_{k}^{M} \forall k  \tag{8b}\\
& \frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{w}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \geq \gamma_{\ell}^{H} \forall \ell  \tag{8c}\\
& \left(1-\rho_{k}\right)\left(\sum_{i=1}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right) \geq E_{k}^{M} \forall k  \tag{8d}\\
& 0 \leq \rho_{k} \leq 1 \forall k \in \mathcal{K} \tag{8e}
\end{align*}
$$

where (8d) specifies the minimum level of harvested energy at the $k$ th MTD, $E_{k}^{M}$, assuming, without loss of generality, $\xi_{k}^{M}=1 \forall k$, and (8e) specifies the legitimate range of the PS ratio for each MTD.

Both of the considered problems are challenging nonconvex coupled problems. Though the problems (7) and (8) are formulated for a single time instance in the TDD setting (i.e., one cell serves UL HTDs with the other serving DL MTDs), we notice that the problem formulation can be equivalently transformed to handle the other reversed direction in TDD (i.e., one cell serves DL HTDs with the other serving UL MTDs). ${ }^{1}$ Moreover, the formulated problem and algorithm in this article also can deal with only MTD users in DL and UL (or HTD users in DL and UL) case, if a telephone company wants to deal with the pure IoT communication in 6G dynamic TDD issues [24].

In conventional TDD systems, the UL power allocation and DL transmit beamforming can be processed separately. In dynamic TDD systems, however, UL power allocation and the transceiver beamforming variables are coupled in the constraints in the JBPA problem (7), and the UL power allocation, transceiver beamforming, and PS ratios are coupled in the constraints in the JBPAEH problem (8), due to the new cross-link interference introduced by dynamic TDD [i.e., the third term in (1) and the second term in (5)]. We propose alternating optimization (AO)-based algorithms to tackle these challenging problems. Due to the different nature of the two problems, the solutions to the two problems are however different and one is not a straightforward extension of the other. More specifically, the structural properties of the additional EH constraint and PS ratio constraint in (8d) and (8e) render an

[^1]efficient solution to problem (7) not applicable to problem (8). Thus, the proposed solutions to each problem present their own merits in the framework of each problem. The solution methods for problems (7) and (8) are presented in the next two sections, respectively.

## IV. Solving the JBPA Problem (7)

In this section, we present three approaches to solve problem (7).

## A. SDR-Based AO Algorithm

Fixing all the UL beamforming $\left\{\boldsymbol{v}_{\ell}\right\}$, problem (7) can be reformulated as a semidefinite programming (SDP) problem, and when the DL beamforming $\left\{\boldsymbol{w}_{k}\right\}$ and UL HTD's power $\left\{p_{\ell}^{H}\right\}$ are fixed, $\left\{\boldsymbol{v}_{\ell}\right\}$ has a simple closed-form expression. Thus, the AO procedure is employed, which involves solving the following two subproblems iteratively.

1) Subproblem 1: Here, we fix $\left\{\boldsymbol{v}_{\ell}\right\}$ when solving problem (7). The resulting problem is still nonconvex and is convexified using the SDR technique [34]. Letting $\boldsymbol{W}_{k}=\boldsymbol{w}_{k} \boldsymbol{w}_{k}^{\dagger}$ and dropping the rank-one constraint $\operatorname{Rank}\left(\boldsymbol{W}_{k}\right)=1$, the $\operatorname{SDR}$ of problem (7) is given by

$$
\begin{align*}
& \min _{\substack{\left\{\boldsymbol{W}_{k} \succeq 0\right\},\left\{p_{\ell}^{H} \geq 0\right\}}} \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k}\right)+\sum_{\ell=1}^{L} p_{\ell}^{H}  \tag{9a}\\
& \text { s.t. } \frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{k} \boldsymbol{h}_{k}}{\gamma_{k}^{M}}-\sum_{i \neq k}^{K} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{i} \boldsymbol{h}_{k} \geq \sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2} \forall k \\
& \frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\gamma_{\ell}^{H}}-\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2} \geq \sum_{k=1}^{K} \xi_{\ell, k}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2} \forall \ell \tag{9b}
\end{align*}
$$

where $\xi_{\ell, k}=\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{W}_{k} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell}$. Problem (9) is a standard SDR problem which can be solved by convex solvers, e.g., CVX [35].

The following theorem establishes that the optimal solution $\left\{\boldsymbol{W}_{k}\right\}$ to problem (9) is always rank one. Thus, the SDR approach preserves optimality.

Theorem 1: Let $\gamma_{k}^{M}>0$ and $\gamma_{\ell}^{H}>0$, the optimal beamforming solution $\boldsymbol{W}_{k}^{*}$ of problem (9) is always rank one, i.e., $\operatorname{Rank}\left(\boldsymbol{W}_{k}^{*}\right)=1 \forall k$.

Proof: See Appendix A.
2) Subproblem 2: Here, we fix $\left\{\boldsymbol{w}_{k}\right\}$ and $\left\{p_{\ell}^{H}\right\}$ when solving problem (7). The optimal $\left\{\boldsymbol{v}_{\ell}\right\}$ that maximizes the UL SINR is the well-known MMSE receiver [36], [37], i.e.,

$$
\begin{equation*}
\boldsymbol{v}_{\ell}=\boldsymbol{R}^{-1}\left(\boldsymbol{w}, \boldsymbol{p}^{H}\right) \boldsymbol{g}_{\ell} \sqrt{p_{\ell}^{H}} \tag{10}
\end{equation*}
$$

where $\boldsymbol{R}\left(\boldsymbol{w}, \boldsymbol{p}^{H}\right)=\sum_{j=1}^{L} p_{j}^{H} \boldsymbol{g}_{j} \boldsymbol{g}_{j}^{\dagger}+\sum_{k=1}^{K} \boldsymbol{G} \boldsymbol{w}_{k} \boldsymbol{w}_{k}^{\dagger} \boldsymbol{G}^{\dagger}+\left(\sigma_{\ell}^{\mathrm{H}}\right)^{2} \boldsymbol{I}$, and $\boldsymbol{w}$ and $\boldsymbol{p}^{H}$ express the DL beamforming and UL HTD's power for all corresponding devices, respectively.

## B. SOCP-Based AO Algorithm

The SOCP-based AO algorithm involves solving the following two subproblems iteratively.

1) Subproblem 1: Here, we fix $\left\{\boldsymbol{v}_{\ell}\right\}$ when solving problem (7). The resulting (nonconvex) problem can be equivalently transformed into the following convex SOCP problem, by a change of variables $\tilde{p}_{\ell}^{H}=\sqrt{p_{\ell}^{H}} \forall \ell$

$$
\begin{align*}
& \min _{\substack{\left.\widetilde{p}_{\ell}^{H} \geq 0\right\} \\
\left\{\boldsymbol{w}_{k}\right\}}} \sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+\sum_{\ell=1}^{L}\left(\widetilde{p}_{\ell}^{H}\right)^{2}  \tag{11b}\\
& \text { s.t. } \frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}}{\sqrt{\gamma_{k}^{M}}} \geq \sqrt{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\widetilde{p}_{\ell}^{H}\right)^{2}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}} \forall k  \tag{11c}\\
& \frac{\widetilde{p}_{\ell}^{H} \sqrt{\alpha_{\ell, \ell}}}{\sqrt{\gamma_{\ell}^{H}}} \geq \sqrt{\left.\sum_{j \neq \ell}^{L}\left(\widetilde{p}_{j}^{H}\right)^{2} \alpha_{\ell, j}+\sum_{k=1}^{K} \mid 11 \mathrm{a}\right)}
\end{align*}
$$

$$
\begin{align*}
& \operatorname{Re}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right) \geq 0 \forall k  \tag{11~d}\\
& \operatorname{Im}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right)=0 \forall k \tag{11e}
\end{align*}
$$

where $\alpha_{\ell, j}=\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}$. Note that, the amplitude of the beamforming vectors will not be affected by an arbitrary phase rotation. Thus, we let the complex vector $\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}$ be real in (11d) and (11e) [36], [38], [39].
2) Subproblem 2: Here, we fix $\left\{\boldsymbol{w}_{k}\right\}$ and $\left\{p_{\ell}^{H}\right\}$ when solving problem (7). The optimal $\left\{\boldsymbol{v}_{\ell}\right\}$ is the MMSE receiver (10).

## C. UDD-Based AO Algorithm

The SDR-based and SOCP-based AO algorithms are based on solving a convex optimization problem using the interior point method, which could incur high computational complexity for massive-scale device communications. Here, we propose a UDD-based approach of low computational complexity [36], [37]. The UDD under the beamforming context was first shown by Rashid-Farrokhi et al. [40]. Later, Yu and Lan [41] showed the bridge between the UDD and convex optimization theory via Lagrangian. The method of UDD is to deal with the problem to transform from DL to UL. The difference between the conventional UDD-based design and this article is that we have considered UL and DL constraints simultaneously, as depicted in Fig. 2. In other words, the transmit beamforming will be transformed into the receive beamforming, and vice versa. Fortunately, the UDD method via Lagrangian dual is also useful to handle the hard JBPA problem in this article. The proposed method is elaborated in the following.

Based on the AO procedure, we first fix $\left\{\boldsymbol{v}_{\ell}\right\}$ when solving problem (7). By expressing $\boldsymbol{w}_{k}$ as $\boldsymbol{w}_{k}=\sqrt{p_{k}^{M}} \widetilde{\boldsymbol{w}}_{k}$, where $p_{k}^{M}$ and $\widetilde{\boldsymbol{w}}_{k}$ denote the power and direction of $\boldsymbol{w}_{k}$, respectively, and $\left\|\widetilde{\boldsymbol{w}}_{k}\right\|=1$ without loss of generality, we can rewrite the resulting problem as

$$
\begin{align*}
& \min _{\substack{\left\{p_{k}^{M} \geq 0\right\} \\
\left\{p_{\ell}^{H} \geq 0\right\}}} \sum_{k=1}^{K} p_{k}^{M}+\sum_{\ell=1}^{L} p_{\ell}^{H}  \tag{12a}\\
& \text { s.t. } \frac{p_{k}^{M}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}}{\sum_{i \neq k}^{K} p_{i}^{M}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}} \geq \gamma_{k}^{M} \forall k \\
&  \tag{12b}\\
& \frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K} p_{k}^{M}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \widetilde{\boldsymbol{w}}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \geq \gamma_{\ell}^{H} \forall \ell .
\end{align*}
$$

Then, the UDD technique is used to solve problem (12). Specifically, problem (12) is solved via its dual problem, which is given by

$$
\begin{align*}
& \max _{\substack{\left\{\lambda_{k}^{M} \geq 0\right\} \\
\left\{\lambda_{\ell}^{H} \geq 0\right\}}} \sum_{k=1}^{K} \lambda_{k}^{M}\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}  \tag{13a}\\
& \text { s.t. } \frac{\lambda_{k}^{M}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}}{\sum_{i \neq k}^{K} \lambda_{i}^{M}\left|\boldsymbol{h}_{i}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \widetilde{\boldsymbol{w}}_{k}\right|^{2}+1} \leq \gamma_{k}^{M} \forall k \\
&  \tag{13b}\\
& \frac{\lambda_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\sum_{j \neq \ell}^{L} \lambda_{j}^{H}\left|\boldsymbol{v}_{j}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}+\sum_{k=1}^{K}\left|h_{k, \ell}\right|^{2} \lambda_{k}^{M}+1} \leq \gamma_{\ell}^{H} \forall \ell \quad(13 \mathrm{c}
\end{align*}
$$

where $\lambda_{k}^{M}$ and $\lambda_{\ell}^{H}$ are the Lagrange multipliers of problem (12).
Since problem (12) is a linear programming (LP) problem, Slater's condition is satisfied and the duality gap is zero [36]. To see that problem (13) is the dual problem of problem (12), first we have the Lagrangian of problem (12)

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{p}^{M}, \boldsymbol{p}^{H}, \lambda^{M}, \lambda^{H}\right)=\sum_{k=1}^{K} p_{k}^{M}+\sum_{\ell=1}^{L} p_{\ell}^{H}+\sum_{k=1}^{K} \lambda_{k}^{M} \\
& \quad \times\left(\sum_{i \neq k}^{K} p_{i}^{M}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}-\frac{p_{k}^{M}}{\gamma_{k}^{M}}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}\right) \\
& \quad+\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left(\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K} p_{k}^{M}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \widetilde{\boldsymbol{w}}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}\right. \\
& \left.\quad-\frac{p_{\ell}^{H}}{\gamma_{\ell}^{H}}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}\right) \tag{14}
\end{align*}
$$

where $\boldsymbol{p}^{M}, \boldsymbol{p}^{H}, \lambda^{M}$, and $\lambda^{H}$ denote $p_{k}^{M}, p_{\ell}^{H}, \lambda_{k}^{M}$, and $\lambda_{\ell}^{H}$ for all corresponding devices, respectively. Then, rearranging the terms of (14) yields

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{p}^{M}, \boldsymbol{p}^{H}, \lambda^{M}, \lambda^{H}\right)=\sum_{k=1}^{K} \lambda_{k}^{M}\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2} \\
& \quad+\sum_{k=1}^{K} p_{k}^{M}\left(1+\sum_{i \neq k}^{K} \lambda_{i}^{M}\left|\boldsymbol{h}_{i}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \zeta_{\ell, k}-\frac{\lambda_{k}^{M}}{\gamma_{k}^{M}}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}\right) \\
& +\sum_{\ell=1}^{L} p_{\ell}^{H}\left(1+\sum_{j \neq \ell}^{L} \lambda_{j}^{H}\left|\boldsymbol{v}_{j}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}+\sum_{k=1}^{K}\left|h_{k, \ell}\right|^{2} \lambda_{k}^{M}-\frac{\lambda_{\ell}^{H}}{\gamma_{\ell}^{H}}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}\right) \tag{15}
\end{align*}
$$



Fig. 2. Dual of dynamic TDD system via Lagrangian dual method. By the Lagrangian method, the transmit beamforming $\{\widetilde{\boldsymbol{w}}\}$ can be transformed to virtual receive beamforming $\{\boldsymbol{v}\}$, and vice versa.
where $\zeta_{\ell, k}=\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \widetilde{\boldsymbol{w}}_{k}\right|^{2}$. In order to avoid the unbound variables in (15), the third and fourth terms of (15) in parentheses must be nonnegative (otherwise, there exists a set of $\left\{\boldsymbol{p}^{M}, \boldsymbol{p}^{H}\right\}$ that will make the dual objective $g\left(\lambda^{M}, \lambda^{H}\right)=$ $\min _{\boldsymbol{p}^{M}, \boldsymbol{p}^{H}} \mathcal{L}\left(\boldsymbol{p}^{M}, \boldsymbol{p}^{H}, \lambda^{M}, \lambda^{H}\right)$ become minus infinity), it is established that the dual problem of (12) is given by (13).

Due to the duality property, we can obtain the optimal beamforming direction of (12) from (13), as shown in the following theorem.

Theorem 2: In the dual problem (13), the virtual receive beamforming can be obtained by following MMSE problem [36]-[38]

$$
\min _{\left\{s_{i}^{M}\right\}} \mathbb{E}\left\{\left|\tilde{\boldsymbol{w}}_{k}^{\dagger} \boldsymbol{y}-s_{i}^{M}\right|^{2}\right\}
$$

where $\boldsymbol{y}=\sum_{i=1}^{K} \boldsymbol{h}_{i} \sqrt{\lambda_{i}^{M}} s_{i}^{M}+\boldsymbol{G}^{\dagger} \sum_{\ell=1}^{L} \boldsymbol{v}_{\ell} \sqrt{\lambda_{\ell}^{H}} s_{\ell}^{H}+1$. The solution of the MMSE problem can be obtained by

$$
\begin{equation*}
\widetilde{\boldsymbol{w}}_{k}^{\star}=\frac{\boldsymbol{Q}^{-1}\left(\lambda^{M}, \lambda^{H}\right) \boldsymbol{h}_{k} \sqrt{\lambda_{k}^{M}}}{\left\|\boldsymbol{Q}^{-1}\left(\lambda^{M}, \lambda^{H}\right) \boldsymbol{h}_{k} \sqrt{\lambda_{k}^{M}}\right\|} \forall k \tag{16}
\end{equation*}
$$

where $\boldsymbol{Q}\left(\lambda^{M}, \lambda^{H}\right)=\sum_{i=1}^{K} \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G}+$ $\boldsymbol{I}$ [36]. Moreover, the optimal beamforming direction of (12) is the dual MMSE solution.

Proof: If problems (12) and (13) are in the convex form, the KKT necessary conditions are also sufficient for optimality. It is observed that the structure and KKT conditions are the same for (12) and (13). Thus, (16) holds.

Note that, the relationship between the primal beamforming direction of (7) and the dual beamforming direction of (12) is as follows [36]-[38], [42]:

$$
\frac{\boldsymbol{w}_{k}^{\star}}{\left\|\boldsymbol{w}_{k}^{\star}\right\|}=\frac{\widetilde{\boldsymbol{w}}_{k}^{\star}}{\left\|\widetilde{\boldsymbol{w}}_{k}^{\star}\right\|}
$$

It is worth noting that we only use the dual MMSE (16) in Algorithm 1. Subproblem 2 is used for Algorithm 2 (also for SDR (9), SOCP (11) in JBPA and SDR (25) in JBPAEH).

Using the classical fixed-point method [37], [43], the dual problem (13) can be funded by the fixed-point iteration method. Interestingly, (13b) and (13c) can be achieved the
equality at the optimum. Therefore, (13b) and (13c) can be rewritten as

$$
\begin{align*}
\lambda_{k}^{M} & =\mathcal{F}_{k}^{M}\left(\lambda^{M}, \lambda^{H}\right) \\
& \triangleq \frac{1}{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{Q}^{-1}\left(\lambda^{M}, \lambda^{H}\right) \boldsymbol{h}_{k}\left(1+\frac{1}{\gamma_{k}^{M}}\right)} \forall k  \tag{17a}\\
\lambda_{\ell}^{H} & =\mathcal{F}_{\ell}^{H}\left(\lambda^{M}, \lambda^{H}\right) \\
& \triangleq \frac{\sum_{j=1}^{L} \lambda_{j}^{H}\left|\boldsymbol{v}_{j}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}+\sum_{k=1}^{K}\left|h_{k, \ell}\right|^{2} \lambda_{k}^{M}+1}{\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}\left(1+\frac{1}{\gamma_{\ell}^{H}}\right)} \forall \ell . \tag{17b}
\end{align*}
$$

The convergence and optimality of fixed-point iteration are summarized in the following theorem.

Theorem 3: Define $\mathcal{F}\left(\lambda^{M}, \lambda^{H}\right) \triangleq\left[\mathcal{F}_{1}^{M}\left(\lambda^{M}, \lambda^{H}\right), \ldots\right.$, $\left.\mathcal{F}_{K}^{M}\left(\lambda^{M}, \lambda^{H}\right), \mathcal{F}_{1}^{H}\left(\lambda^{M}, \lambda^{H}\right), \ldots, \mathcal{F}_{L}^{H}\left(\lambda^{M}, \lambda^{H}\right)\right]^{\top} \quad$ and fixed-point equation can be written as

$$
\lambda=\left[\begin{array}{l}
\lambda^{M}  \tag{18}\\
\lambda^{H}
\end{array}\right]=\mathcal{F}\left(\lambda^{M}, \lambda^{H}\right) .
$$

Suppose problem (13) is feasible. The standard fixed-point function of (18) satisfies the property of positivity, monotonicity, and scalability as [37], [43].

1) Positivity: If $\lambda^{M}>0$ and $\lambda^{H}>0$, then $\mathcal{F}_{k}^{M}\left(\lambda^{M}, \lambda^{H}\right)>$ $0 \forall k$, and $\mathcal{F}_{\ell}^{H}\left(\lambda^{M}, \lambda^{H}\right)>0 \forall \ell$.
2) Monotonicity: If $\lambda^{M}>\left(\lambda^{M}\right)^{\prime}$ and $\lambda^{H}>\left(\lambda^{H}\right)^{\prime}$, then $\mathcal{F}_{k}^{M}\left(\lambda^{M}, \lambda^{H}\right) \quad>\quad \mathcal{F}_{k}^{M}\left(\left(\lambda^{M}\right)^{\prime},\left(\lambda^{H}\right)^{\prime}\right) \quad \forall k$, and $\mathcal{F}_{\ell}^{H}\left(\lambda^{M}, \lambda^{H}\right)>\mathcal{F}_{\ell}^{H}\left(\left(\lambda^{M}\right)^{\prime},\left(\lambda^{H}\right)^{\prime}\right) \forall \ell$.
3) Scalability: For all $\alpha>1, \alpha \mathcal{F}_{k}^{M}\left(\lambda^{M}, \lambda^{H}\right)>$ $\mathcal{F}_{k}^{M}\left(\alpha \lambda^{M}, \alpha \lambda^{H}\right) \quad \forall k, \quad$ and $\quad \alpha \mathcal{F}_{\ell}^{H}\left(\lambda^{M}, \lambda^{H}\right) \quad>$ $\mathcal{F}_{\ell}^{H}\left(\alpha \lambda^{M}, \alpha \lambda^{H}\right) \forall \ell$.
Then, (18) converges to the unique fixed point. Due to the uniqueness and convexity of (13), the optimality of (13) is seen.

Proof: See Appendix B.
We propose the UDD-Based AO Algorithm to deal with problem (12) in Algorithm 1. First, $\left\{\boldsymbol{v}_{\ell}\right\}$ of problem (13) is fixed. Then, the fixed-point in (18) can be solved by iterative method. When the dual power $\left\{\lambda^{H}\right\}$ and $\left\{\lambda^{M}\right\}$ are obtained by the iterative fixed-point method, we can solve the dual MMSE direction solution in (16). Finally, the power of primal problem (12) can also obtained by iterative fixed-point

```
Algorithm 1 UDD-Based AO Algorithm for Problem (7):
Low-Complexity Optimal Design
    Initialization: Given UL beamforming \(\left\{\boldsymbol{v}_{\ell}^{(0)}\right\} \forall \ell .\left(\lambda^{\mathrm{M}}\right)^{(0)}\),
    \(\left(\lambda^{\mathrm{H}}\right)^{(0)},\left(\boldsymbol{p}^{\mathrm{M}}\right)^{(0)}\), and \(\left(\boldsymbol{p}^{\mathrm{H}}\right)^{(0)}\); set \(\tau \leftarrow 0\) and \(t \leftarrow 0\).
    repeat
        The dual fixed-point iteration (18)
        \(\left[\left(\left(\lambda^{\mathrm{M}}\right)^{(\tau+1)}\right)^{T}\left(\left(\lambda^{\mathrm{H}}\right)^{(\tau+1)}\right)^{T}\right]^{T} \leftarrow \mathcal{F}\left(\left(\lambda^{\mathrm{M}}\right)^{(\tau)},\left(\lambda^{\mathrm{H}}\right)^{(\tau)}\right)\).
        \(\tau \leftarrow \tau+1\)
    until (20) is satisfied.
    Using \(\left[\left(\lambda^{\mathrm{M}}\right)^{(\tau+1)} ;\left(\lambda^{\mathrm{H}}\right)^{(\tau+1)}\right]\), obtained \(\left\{\widetilde{\boldsymbol{w}}_{k}^{\star}\right\}\) by (16);
    repeat
        The primal fixed-point iteration (19)
        \(\left[\left(\left(\boldsymbol{p}^{\mathrm{M}}\right)^{(t+1)}\right)^{T}\left(\left(\boldsymbol{p}^{\mathrm{H}}\right)^{(t+1)}\right)^{T}\right]^{T} \leftarrow \mathcal{F}\left(\left(\boldsymbol{p}^{\mathrm{M}}\right)^{(t)},\left(\boldsymbol{p}^{\mathrm{H}}\right)^{(t)}\right)\).
        \(t \leftarrow t+1\).
    until (21) is satisfied.
    \(\boldsymbol{w}_{k}^{\star} \leftarrow \sqrt{\left(p_{k}^{\mathrm{M}}\right)^{\star}} \widetilde{\boldsymbol{w}}_{k}^{\star}, \quad \forall k \in \mathcal{K}\).
```

method. Similar to the method in the dual fixed-point method, the fixed-point solution to the problem (12) can be written as

$$
\begin{align*}
p_{k}^{M} & =\frac{\sum_{i=1}^{K} p_{i}^{M}\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}}{\left|\boldsymbol{h}_{k}^{\dagger} \widetilde{\boldsymbol{w}}_{k}\right|^{2}\left(1+\frac{1}{\gamma_{k}^{M}}\right)} \forall k  \tag{19a}\\
p_{\ell}^{H} & =\frac{1}{\boldsymbol{g}_{\ell}^{\dagger} \widetilde{\boldsymbol{R}}^{-1}\left(\boldsymbol{p}^{M}, \boldsymbol{p}^{H}, \tilde{\boldsymbol{w}}\right) \boldsymbol{g}_{\ell}\left(1+\frac{1}{\gamma_{\ell}^{H}}\right)} \forall \ell \tag{19b}
\end{align*}
$$

where $\widetilde{\boldsymbol{R}}\left(\boldsymbol{p}^{M}, \boldsymbol{p}^{H}, \widetilde{\boldsymbol{w}}\right)=\sum_{j=1}^{L} p_{j}^{H} \boldsymbol{g}_{j} \boldsymbol{g}_{j}^{\dagger}+\sum_{k=1}^{K} p_{k}^{M} \boldsymbol{G} \widetilde{\boldsymbol{w}}_{k} \widetilde{\boldsymbol{w}}_{k}^{\dagger} \boldsymbol{G}^{\dagger}+$ $\left(\sigma_{\ell}^{\mathrm{H}}\right)^{2} \boldsymbol{I}$. In Algorithm 1, the stopping criterion of the fixedpoint method (18) is given by

$$
\begin{equation*}
\text { The stopping criterion }=\frac{\left\|\lambda_{\mathrm{opt}}{ }^{(\tau+1)}-\lambda_{\mathrm{opt}}^{\star}{ }^{(\tau)}\right\|}{\left\|\lambda_{\mathrm{opt}}^{\star}{ }^{(\tau)}\right\|}<\epsilon_{1} \tag{20}
\end{equation*}
$$

where $\lambda_{\text {opt }}^{\star}{ }^{(\tau+1)}$ and $\lambda_{\text {opt }}^{\star}{ }^{(\tau)}$ represent the optimal results of (18) at the $(\tau+1)$ th and $\tau$ th iterations, respectively, and the stopping criterion is $\epsilon_{1}$. Similarly, let $\boldsymbol{p}=\left[\left(\boldsymbol{p}^{M}\right)^{T}\left(\boldsymbol{p}^{H}\right)^{T}\right]^{\top}$. The stopping criterion of (19) is given by

$$
\begin{equation*}
\text { The stopping criterion }=\frac{\left\|\boldsymbol{p}_{\text {opt }}^{\star}{ }^{(t+1)}-\boldsymbol{p}_{\text {opt }}^{\star}{ }^{(t)}\right\|}{\left\|\boldsymbol{p}_{\text {opt }}^{\star}{ }^{(t)}\right\|}<\epsilon_{2} \tag{21}
\end{equation*}
$$

where the optimal results at the $(t+1)$ th and $t$ th iterations are $\boldsymbol{p}_{\text {opt }}^{\star}{ }^{(t+1)}$ and $\boldsymbol{p}_{\text {opt }}^{\star}{ }^{(t)}$, respectively, and the stopping criterion is $\epsilon_{2}$. Algorithm 1 summarizes the proposed algorithm.

## D. Computational Complexity

In constrained optimization problems, the computational complexity consists of two parts: 1) the iteration complexity and 2) the per-iteration computational cost [1], [44]. The complexities are computed as follows. For the SDR-based AO method (JBPA), the computational complexity of solving the SDR problem (9) using an interior-point-method (IPM) and calculating the MMSE solution (10) using the matrix inversion is given by

$$
\begin{align*}
& \underbrace{\sqrt{(2 K+L)}}_{\text {Iteration Complexity }} \cdot \\
& \mathcal{O}(I(\underbrace{K\left(N_{t}^{D}\right)^{3}}_{\text {Formation }}+\underbrace{\left(N_{t}^{D}\right)^{3}}_{\text {Factorization }}+\underbrace{L\left(N_{r}^{U}\right)^{3}}_{\text {MMSE }})) \\
& \quad=\sqrt{(2 K+L)} \mathcal{O}\left(I\left((K+1)\left(N_{t}^{D}\right)^{3}+L\left(N_{r}^{U}\right)^{3}\right)\right)
\end{align*}
$$

where $I$ denotes the iteration number. For the SOCP-based AO method (JBPA), the computational complexity of solving the SOCP problem (11) can be written as

$$
\begin{align*}
& \underbrace{\sqrt{(K+L)}}_{\text {Iteration Complexity }} \cdot \\
& \mathcal{O}(I(\underbrace{K\left(N_{t}^{D}\right)^{3}+L\left(N_{r}^{U}\right)^{2}}_{\text {Formation }}+\underbrace{\left(N_{t}^{D}\right)^{2}}_{\text {Factorization }}+\underbrace{L\left(N_{r}^{U}\right)^{3}}_{\text {MMSE }})) . \tag{23}
\end{align*}
$$

In the UDD-based AO method (JBPA), the computational complexity of the fixed point iteration method of (18) is given by $\mathcal{O}\left(K\left(N_{t}^{D}\right)^{3}\right)$ [42]. In (16), the dual MMSE is given by $\mathcal{O}\left(K\left(N_{t}^{D}\right)^{3}\right)$ [36], [37]. The computational complexity calculation in the fixed-point solution of the primal problem in (19) is given by $\mathcal{O}\left(L\left(N_{r}^{U}\right)^{3}\right)$. We summarize the computational complexities of the UDD method as

$$
\begin{align*}
& \mathcal{O}(I(\underbrace{K\left(N_{t}^{D}\right)^{3}}_{(18)}+\underbrace{K\left(N_{t}^{D}\right)^{3}}_{\mathrm{MMSE}}+\underbrace{L\left(N_{r}^{U}\right)^{3}}_{(19)})) \\
&=\mathcal{O}\left(I\left(2 K\left(N_{t}^{D}\right)^{3}+L\left(N_{r}^{U}\right)^{3}\right)\right) . \tag{24}
\end{align*}
$$

From this analysis, one can see that only the number of antennas and the number of users will affect the computational complexity of the proposed UDD algorithm.

Since (23) and (24) are not clear in the Big-O (upper bound). Here, we analyze the Big-Omega (lower bound) of formation of the optimization theory. In Problem (9), the computational complexity of (9b) and (9c) are $K\left[\left(N_{t}^{D}\right)^{3}+\left(N_{t}^{D}\right)^{3}+L+1\right]$ and $L\left[3+L+\left(N_{t}^{D}\right)^{3}+1\right]$, respectively. Thus, the total computational complexity of SDR in the JBPA problem is given in Table I. ${ }^{2}$ Also, in the Problem (11), the computational complexity of (11b) and (11c) are $K\left[\left(N_{t}^{D}\right)^{3}+1\right]$ and $L\left[\left(N_{r}^{U}\right)^{2}+1\right]$, respectively. Thus, the total computational complexity of SOCP in the JBPA problem is given in the Table I. Finally, the fixed point iteration of (17a) is dominated by the matrix inversion operation $K\left(N_{t}^{D}\right)^{3}$. The computational complexity of (17b) is $L+K+1+1$. The total computational complexity of the fixed point iteration (17) ${ }^{3}$ can be expressed as $K\left(N_{t}^{D}\right)^{3}+L+K+2$. Thus, the total computational complexity of Algorithm 1 is given in the Table I.

In general, the fixed point method is time efficient than SOCP (CVX) method even though the computational complexity theory is not apparent, similar to [42, Remark 2]. This is

[^2]because the CVX has more inner computational loops (IPM) than the pure closed-form method. It is observed that the computation complexity of SOCP (vector) is lower than SDR (matrix). The closed-form solution is much more time-efficient than CVX tool.

## V. Solving the JBPAEH Problem (8)

In this section, we present two convex approaches to solve the JBPAEH problem (8), e.g., SDR and SOCP relaxation. The UDD-based AO algorithm can not use for the JBPAEH problem (8) due to the constraint (8d) and the PS variables $\rho_{k} \forall k$. Thus, we use the SDR and SOCP relaxation methods to deal with the JBPAEH problem (8).

## A. SDR-Based AO Algorithm

1) Subproblem 1: Here, we fix $\left\{\boldsymbol{v}_{\ell}\right\}$ when solving problem (8). However, the resulting problem is still not convex and needs further processing using the SDR technique [34]. In $\operatorname{SDR}$, the constraint $\operatorname{Rank}\left(\boldsymbol{W}_{k}\right)=1$, where $\boldsymbol{W}_{k}=\boldsymbol{w}_{k} \boldsymbol{w}_{k}^{\dagger}$, is dropped in order to obtain the convexity of the problem. By dropping the rank-one constraint, problem (8) can be transformed to

$$
\begin{align*}
& \min _{\substack{\left\{\boldsymbol{W}_{k}\right\},\left\{p_{p}^{H}\right\},\left\{0 \leq \rho_{k} \leq 1\right\}}} \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k}\right)+\sum_{\ell=1}^{L} p_{\ell}^{H}  \tag{25a}\\
& \text { s.t. } \frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{k} \boldsymbol{h}_{k}}{\gamma_{k}^{M}}-\sum_{i \neq k}^{K} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{i} \boldsymbol{h}_{k}-\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}-\left(\sigma_{k}^{\mathrm{M}}\right)^{2} \geq \frac{\widetilde{\sigma}_{k}^{2}}{\rho_{k}} \forall k \\
&  \tag{25b}\\
& \quad \frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\gamma_{\ell}^{H}} \geq \sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{W}_{k} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2} \quad \forall \ell  \tag{25c}\\
& \sum_{i=1}^{K} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{i} \boldsymbol{h}_{k}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2} \geq \frac{E_{k}^{M}}{\left(1-\rho_{k}\right)} \forall k .
\end{align*}
$$

If the optimal solution $\left\{\boldsymbol{W}_{k}\right\}$ to problem (25) is rank one, then the optimal $\left\{\boldsymbol{w}_{k}\right\}$ can obtain from eigenvalue decomposition. Since the problem (25) always has the rank-one solution, we have the following theorem.

Theorem 4: Let $\gamma_{k}^{M}>0, \gamma_{\ell}^{H}>0$, and $E_{k}^{M}>0$, the optimal beamforming solution $\boldsymbol{W}_{k}^{*}$ of problem (25) is always rank one, i.e., $\operatorname{Rank}\left(\boldsymbol{W}_{k}^{*}\right)=1 \forall k$.

Proof: See Appendix C.
The rank-one optimality of the SDR problem (25) is obtained by examining the KKT conditions of the problem. Due to the rank-one optimal solution, the SDR problem (25) has no loss of optimality.
2) Subproblem 2: Here, we fix $\left\{\boldsymbol{w}_{k}\right\}$ and $\left\{p_{\ell}^{H}\right\}$ when solving problem (8). The optimal $\left\{\boldsymbol{v}_{\ell}\right\}$ maximizing the UL SINR is the MMSE receiver (10).

Although the SDR method has a good rank-one structure, the matrix form comes at the cost of relatively high computational complexity. A low-complexity algorithm to solve problem (8) is presented as follows.

## B. SOCP Relaxation-Based AO Algorithm

Due to constraints (8d) and (8e), problem (8) cannot be directly converted to an SOCP convex problem. Therefore, we utilize the relaxation method from [45]. First, problem (8) can be equivalently rewritten as

$$
\begin{align*}
& \min _{\substack{\left\{\boldsymbol{w}_{k}\right\},\left\{\boldsymbol{v}_{\ell}\right\},\left\{\rho_{k}\right\},\left\{p_{\ell}^{H} \geq 0\right\}}} \sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+\sum_{\ell=1}^{L} p_{\ell}^{H}  \tag{26a}\\
& \text { s.t. } \frac{\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right|^{2}}{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+\frac{\widetilde{\sigma}_{k}^{2}}{\alpha_{k}^{2}}} \geq \gamma_{k}^{M} \forall k \\
& \frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{w}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \geq \gamma_{\ell}^{H} \forall \ell \text { (26c) }  \tag{26b}\\
& \sum_{i=1}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2} \geq \frac{E_{k}^{M}}{\beta_{k}^{2}} \forall k  \tag{26d}\\
& \alpha_{k}^{2}+\beta_{k}^{2} \leq 1 \quad \forall k  \tag{26e}\\
& 0 \leq \rho_{k} \leq 1 \quad \forall k \tag{26f}
\end{align*}
$$

where all the constraints except (26e) follow directly from the constraints of problem (8) after rearranging terms. In (26e), let $\alpha_{k}^{2}=\rho_{k}$ and $\beta_{k}^{2}=1-\rho_{k}$, where $\alpha_{k}>0$ and $\beta_{k}>0$, and must satisfy the given condition with equality at the optimality [45], [46]. Next, we use the SOCP relaxation techniques to transform constraints (26b)-(26d), so that the hard problem can be transformed as a tractable convex (SOCP) optimization problem.

1) Constraint (26b): By change of variables $\widetilde{p}_{\ell}^{H}=\sqrt{p_{\ell}^{H}} \forall \ell$, constraints (26b) can be expressed as

$$
\begin{equation*}
\frac{\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right|^{2}}{\gamma_{k}^{M}}-\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}-\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\tilde{p}_{\ell}^{H}\right)^{2} \geq\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+\frac{\tilde{\sigma}_{k}^{2}}{\alpha_{k}^{2}} . \tag{27}
\end{equation*}
$$

In addition, we use another auxiliary variable $r_{k}>0 \forall k$, such that $r_{k}^{2}=\left(\widetilde{\sigma}_{k}^{2} / \alpha_{k}^{2}\right)$, which implies $r_{k}=\left(\widetilde{\sigma}_{k} / \alpha_{k}\right)$ or $r_{k} \alpha_{k}=\widetilde{\sigma}_{k}$. Thus, constraint (26b) can be transformed as the following SOCP constraints:

$$
\begin{align*}
& \sqrt{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\widetilde{p}_{\ell}^{H}\right)^{2}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+r_{k}^{2}} \leq \frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}}{\sqrt{\gamma_{k}^{M}}} \forall k  \tag{28a}\\
& \sqrt{\left(r_{k}-\alpha_{k}\right)^{2}+4 \widetilde{\sigma}_{k}} \leq r_{k}+\alpha_{k} \forall k  \tag{28b}\\
& \operatorname{Re}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right) \geq 0 \forall k  \tag{28c}\\
& \operatorname{Im}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right)=0 \forall k . \tag{28d}
\end{align*}
$$

From (27) to (28a), we take square roots on both sides of the inequality. Equation (28b) is a relaxation that follows from the property [45], [47] that if $a b \geq z^{2}$ (where $a, b \geq 0$ ) then

$$
\begin{equation*}
\sqrt{(a-b)^{2}+4 z^{2}} \leq a+b \tag{29}
\end{equation*}
$$

Now, (28) is a standard form for SOCP.

TABLE I
Complexity Analysis of the Convex Restriction Formulations and Proposed Method

| Method | Complexity Order of Big-Omega (JBPA Problem) |
| :---: | :---: |
| SDR (Problem (9)) | $\underbrace{\sqrt{(2 K+L)}}_{\text {Iteration Complexity }} \mathcal{O}(I(\underbrace{K\left[2\left(N_{t}^{\mathrm{D}}\right)^{3}+L+1\right]+L\left[4+L+\left(N_{t}^{\left.\mathrm{D})^{3}\right]}\right]\right.}_{\text {Formation }}+\underbrace{\left(N_{t}^{\mathrm{D}}\right)^{3}}_{\text {Factorization }}+\underbrace{L\left(N_{r}^{\mathrm{U}}\right)^{3}}_{\text {MMSE }}))$ |
| SOCP (Problem (11)) | $\underbrace{\sqrt{(K+L)}}_{\text {Iteration Complexity }} \mathcal{O}(I(\underbrace{K\left[\left(N_{t}^{\mathrm{D}}\right)^{3}+1\right]+L\left[\left(N_{r}^{\mathrm{U}}\right)^{2}+1\right]}_{\text {Formation }}+\underbrace{\left(N_{t}^{\mathrm{D}}\right)^{2}}_{\text {Factorization }}+\underbrace{L\left(N_{r}^{\mathrm{U}}\right)^{3}}_{\text {MMSE }}))$ |
| Algorithm 1 | $\mathcal{O}(I(\underbrace{K\left(N_{t}^{\mathrm{D}}\right)^{3}+L+K+2}_{(18)}+\underbrace{K\left(N_{t}^{\mathrm{D}}\right)^{3}}_{\text {MMSE }}+\underbrace{K+L+2+L\left(N_{r}^{\mathrm{U}}\right)^{3}}_{(19)}))$ |

2) Constraint (26c): Due to no any EH constraints (variables), (26c) can easy transform to SOCP constraint as (11c). Then, we have the standard SOCP constraint as follows:

$$
\begin{equation*}
\frac{\widetilde{p}_{\ell}^{H} \sqrt{\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}}{\sqrt{\gamma_{\ell}^{H}}} \geq \sqrt{\sum_{j \neq \ell}^{L}\left(\tilde{p}_{j}^{H}\right)^{2}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{w}_{k}\right|^{2}+\left(\tilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} . \tag{30}
\end{equation*}
$$

Then, we fix $\left\{\boldsymbol{w}_{k}\right\}$ and $\left\{p_{\ell}^{H}\right\}$. The optimal $\left\{\boldsymbol{v}_{\ell}\right\}$ is the MMSE solver (10).
3) Constraint (26d): Although (26d) cannot be directly converted to conic constraint, we can use the same structure as (27). In other words, (26d) and (27) have the same term on different signs, i.e., $\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\widetilde{p}_{\ell}^{H}\right)^{2}$. Therefore, (26d) can be expressed as

$$
\begin{equation*}
\left(1+\frac{1}{\gamma_{k}^{M}}\right)\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right|^{2} \geq \frac{E_{k}^{M}}{\beta_{k}^{2}}+r_{k}^{2} . \tag{31}
\end{equation*}
$$

Also, we introduce another auxiliary variable $q_{k}>0 \forall k$ such that $q_{k}^{2}=\left(E_{k}^{M} / \beta_{k}^{2}\right)$, and utilizing (29), (31) can convert into the form of the SOCP constraints

$$
\begin{align*}
& \sqrt{q_{k}^{2}+r_{k}^{2}} \leq \sqrt{1+\frac{1}{\gamma_{k}^{M}}} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}  \tag{32a}\\
& \sqrt{\left(q_{k}-\beta_{k}\right)^{2}+4 \sqrt{E_{k}^{M}}} \leq q_{k}+\beta_{k} \tag{32b}
\end{align*}
$$

The SOCP form is given by

$$
\begin{align*}
& \min _{\substack{\left\{\boldsymbol{w}_{k}\right\},\left\{\tilde{p}_{\ell}^{H}\right\},\left\{\alpha_{k}\right\},\left\{\beta_{k}\right\},\left\{r_{k}\right\},\left\{q_{k}\right\}}} \sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+\sum_{\ell=1}^{L}\left(\widetilde{p}_{\ell}^{H}\right)^{2}  \tag{33a}\\
& \text { s.t. } \sqrt{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{i}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\widetilde{p}_{\ell}^{H}\right)^{2}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+r_{k}^{2} \leq \frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}}{\sqrt{\gamma_{k}^{M}}} \forall k}  \tag{33b}\\
& \sqrt{\sum_{j \neq \ell}^{L}\left(\widetilde{p}_{j}^{H}\right)^{2}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{w}_{k}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \leq \frac{\widetilde{p}_{\ell}^{H} \sqrt{\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}}{\sqrt{\gamma_{\ell}^{H}}} \\
& \sqrt{q_{k}^{2}+r_{k}^{2}} \leq \sqrt{1+\frac{1}{\gamma_{k}^{M}}} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k} \forall k  \tag{33c}\\
& \sqrt{\left(r_{k}-\alpha_{k}\right)^{2}+4 \widetilde{\sigma}_{k} \leq} r_{k}+\alpha_{k} \forall k  \tag{33e}\\
& \sqrt{\left(q_{k}-\beta_{k}\right)^{2}+4 \sqrt{E_{k}^{M}}} \leq q_{k}+\beta_{k} \forall k \tag{33f}
\end{align*}
$$

```
Algorithm 2 MMSE-SOCP Relaxation AO Algorithm for Problem (8): Low-Complexity Optimal Design
```

```
Initialization: Given UL beamforming \(\left\{\boldsymbol{v}_{\ell}^{(0)}\right\} \forall \ell\); set \(t \leftarrow\)
```

Initialization: Given UL beamforming $\left\{\boldsymbol{v}_{\ell}^{(0)}\right\} \forall \ell$; set $t \leftarrow$
0.
0.
repeat
repeat
Obtain $\left\{\boldsymbol{w}_{k}^{(t)}, \widetilde{p}_{\ell}^{\mathrm{H}(\mathrm{t})}, \alpha_{k}^{(t)}, \beta_{k}^{(t)}, r_{k}^{(t)}, q_{k}^{(t)}\right\} \quad$ by $\quad$ solving
Obtain $\left\{\boldsymbol{w}_{k}^{(t)}, \widetilde{p}_{\ell}^{\mathrm{H}(\mathrm{t})}, \alpha_{k}^{(t)}, \beta_{k}^{(t)}, r_{k}^{(t)}, q_{k}^{(t)}\right\} \quad$ by $\quad$ solving
problem (33).
problem (33).
Given $\left\{\boldsymbol{w}_{k}^{(t)}, \widetilde{p}_{\ell}^{\mathrm{H}(\mathrm{t})}\right\}$, obtain the UL beamforming $\left\{\boldsymbol{v}_{\ell}^{(t+1)}\right\}$.
Given $\left\{\boldsymbol{w}_{k}^{(t)}, \widetilde{p}_{\ell}^{\mathrm{H}(\mathrm{t})}\right\}$, obtain the UL beamforming $\left\{\boldsymbol{v}_{\ell}^{(t+1)}\right\}$.
$t \leftarrow t+1$
$t \leftarrow t+1$
until (34) is satisfied.

```
    until (34) is satisfied.
```

$$
\begin{align*}
& \sqrt{\alpha_{k}^{2}+\beta_{k}^{2}} \leq 1, r_{k} \geq 0, \quad q_{k} \geq 0 \forall k  \tag{33~g}\\
& \operatorname{Re}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right) \geq 0 \forall k  \tag{33h}\\
& \operatorname{Im}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{w}_{k}\right)=0 \forall k \tag{33i}
\end{align*}
$$

We propose the MMSE-SOCP relaxation iterative algorithm for solving problem (8). First, the receive beamforming $\left\{\boldsymbol{v}_{\ell}\right\}$ of (33) is fixed, i.e., MMSE. Thus, the relaxed SOCP problem (33) is a convex problem. By convex optimization tools (CVX) [35], we have $\left\{\boldsymbol{w}_{k}\right\},\left\{\widetilde{p}_{\ell}^{H}\right\},\left\{\alpha_{k}\right\},\left\{\beta_{k}\right\},\left\{r_{k}\right\},\left\{q_{k}\right\}$. Next, we can obtain the MMSE solution $\left\{\boldsymbol{v}_{\ell}\right\}$ in (10). Algorithm 2 summarizes the MMSE-SOCP relaxation algorithm. The procedure of Algorithm 2 is alternated. In Algorithm 2, the stopping criterion is given by

$$
\begin{equation*}
\text { The stopping criterion }=\frac{\left|\mathrm{C}_{\mathrm{opt}}{ }^{(t+1)}-\mathrm{C}_{\mathrm{opt}}{ }^{(t)}\right|}{\mathrm{C}_{\mathrm{opt}}^{\star}{ }^{(t)}}<\epsilon_{3} \tag{34}
\end{equation*}
$$

where $\mathrm{C}_{\mathrm{opt}}^{\star}{ }^{(t+1)}$ and $\mathrm{C}_{\mathrm{opt}}^{\star}{ }^{(t)}$ represent the optimal values of (33) at the $(t+1)$ th and $t$ th iteration results, respectively. The stopping criterion is $\epsilon_{3}$.

It is worth noting that Algorithm 2 will converge to the KKT solution, similar to [42], [48, Lemma 4]. The key is that there is no phase rotation in the SOCP problem (33) [38], [42]. The following theorem shows the convergence and optimality of Algorithm 2.

Theorem 5: Suppose that problem (33) is feasible given initial values $\left\{\boldsymbol{v}_{\ell}^{(0)}\right\} \forall \ell$. In Algorithm 2, the objective function $\sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}^{(t)}\right\|^{2}+\sum_{\ell=1}^{L}\left(\left(\widetilde{p}_{\ell}^{H}\right)^{(t)}\right)^{2}$ is nonincreasing with the iteration number $t$ and the algorithm converges to a limit point as $t \rightarrow \infty$. Moreover, any limit point of Algorithm 2 is a KKT point.

Proof: See Appendix D.


Fig. 3. JBPA: (a) Power versus SINR $\left(\gamma_{k}^{M}=\gamma_{\ell}^{H}\right)$, (b) convergence behaviors of the proposed UDD algorithm, with target $\operatorname{SINR}=1 \mathrm{~dB}$, and $N_{t}^{D}=N_{r}^{U}=18$, and (c) computational time versus SINR $\left(\gamma_{k}^{M}=\gamma_{\ell}^{H}\right)$, with $K=10$ and $L=6$. In (c), computational time of the proposed UDD algorithm (Algorithm 1) are $0.1039,0.1187,0.1376,0.1606,0.1886,0.2220,0.2632$, and 0.3129 , from left to right.

## C. Computational Complexity

Following a similar analysis as in Section IV-D, we obtain the complexity results as follows. For the SDR-based AO method (JBPAEH), the computational complexity is calculated by

$$
\begin{equation*}
\sqrt{(3 K+L)} \mathcal{O}\left(I\left((2 K+1)\left(N_{t}^{D}\right)^{3}+L\left(N_{r}^{U}\right)^{3}\right)\right) \tag{35}
\end{equation*}
$$

For the SOCP relaxation-based AO method (JBPAEH), the computational complexity is calculated by

$$
\begin{align*}
& \sqrt{(5 K+L)} \\
& \mathcal{O}\left(I\left((5 K+1)\left(N_{t}^{D}\right)^{2}+L\left(N_{r}^{U}\right)^{2}+L\left(N_{r}^{U}\right)^{3}\right)\right) \tag{36}
\end{align*}
$$

## VI. Simulations Results

We simulate the two-cell network with parameter settings following from some standard approaches [33], [49]. The path loss model [49] between the DL BS and MTD channel is given by $-145.4-37.5 \log _{10}(R) \mathrm{dB}$ (The same path loss model used between the HTD and UL BS channel). The path loss model between the HTD and MTD channel is given by $-175.78-40 \log _{10}(R) \mathrm{dB}$. Similarly, the path loss between the DL BS and UL BS channel is given by $-169.36-40 \log _{10}(R) \mathrm{dB} . R$ is the corresponding distance in kilometers. The noise power is set to $\left(\sigma_{\ell}^{\mathrm{H}}\right)^{2}=\left(\sigma_{k}^{\mathrm{M}}\right)^{2}=-70$ dBm because of the high bandwidth in $5 \mathrm{G} / 6 \mathrm{G}$ wireless communication requirements [33]. The stopping criterion is set to $\epsilon_{1}=\epsilon_{2}=10^{-8}$ for the precision in the algorithm. In every simulation results, the number of averaging is least 100 Rayleigh channel realizations. Moreover, in order to avoid infeasible issue in CVX [35] with high probability, we use the zero forcing ( ZF ) method to be the initial value, i.e., $\boldsymbol{v}_{\ell}^{(0)}=\widetilde{\boldsymbol{G}}^{-1} e_{\ell}$, where $\widetilde{\boldsymbol{G}}=\left[\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{L}\right]^{\top}$ and $e_{\ell}$ is the standard unit vector [1]. The simulation results were implemented by using MATLAB on a desktop computer with Intel Core i78700 CPU @ 3.20 GHz . If not explicitly mentioned, we use these parameters throughout this article.

## A. JBPA Optimization Problem

For the JBPA problem, we compare the SDR, SOCP, and the proposed Algorithm 1. We consider $L=6$ HTDs and
$K=10$ MTDs, distributed according to the Poisson point process (PPP) with density $\bar{\lambda}^{H}=8$ and $\bar{\lambda}^{M}=9$, respectively. In Fig. 3, we present the same SINR requirement (threshold) performance, i.e., $\operatorname{SINR}=\operatorname{SINR}_{k}^{M}=\operatorname{SINR}_{\ell}^{H}$. In Fig. 3(a), we show the total system power versus target SINR. It is observed that the performance of SDR, SOCP, and the proposed algorithm (UDD). Interestingly, the performance of the proposed algorithm achieved the same result as SDR and SOCP. We can see that the total system power decreases since the number of antennas of BS increases (DL/UL BS). This is because there are fewer power requirements at the same SINR. It can also be observed from (6). In Fig. 3(b), we illustrate the convergence behaviors of the proposed algorithms with target $\operatorname{SINR}_{k}^{M}=\operatorname{SINR}_{\ell}^{H}=1 \mathrm{~dB}$. It can be observed that the proposed algorithm converges in two steps. Algorithm 1 almost converges immediately because we calculate the power and direction of the dual problem (13) in steps 2-6 of Algorithm 1. In other words, the fixed point functions are derived in the dual problem in Algorithm 1 so that Algorithm 1 converges faster than SDR and SOCP. In Fig. 3(c), we compare the computational complexity versus the SINR performance via average execution time. We can see that the proposed UDD method has faster computational time than the state-of-the-art SDR and SOCP.

In Fig. 4, we investigate the performance with different QoS settings. Specifically, the target SINR of HTD $\gamma_{\ell}^{H}$ varies from 1 to 8 dB , while the target SINR of MTD is fixed as $\gamma_{k}^{M}=3 \mathrm{~dB}$. As expected, one can see that the optimal powers achieved by all the algorithms (i.e., SDR, SOCP, and the proposed UDD) are consistently the same, as shown in Fig. 4(a). As SDR/SOCP solutions are obtained from the seminal off-the-shelf CVX solver, such consistency demonstrates that the proposed UDD algorithm still works well even with nonuniform SINRs. Moreover, consider a specific instance of $\left(\gamma_{k}^{M}, \gamma_{\ell}^{H}\right)=(3,1) \mathrm{dB}$ and $N_{t}^{D}=N_{r}^{U}=10$, we also show that the proposed UDD has fastest convergence rate, though SDR/SOCP also converge to same optimal values, as depicted in Fig. 4(b). In Fig. 4(c), one can see that the computational time of the proposed UDD algorithm is significantly faster.

Next, we investigate the performance of the proposed algorithms as the number of users increases, where the users are


Fig. 4. JBPA: (a) Power versus SINR of HTD $\gamma_{\ell}^{H}$ (with SINR of MTD fixed at $\gamma_{k}^{M}=3 \mathrm{~dB}$ ), (b) convergence behaviors of the proposed UDD algorithm when $\left(\gamma_{k}^{M}, \gamma_{\ell}^{H}\right)=(3,1) \mathrm{dB}$ and $N_{t}^{D}=N_{r}^{U}=10$, and (c) computational time versus $\operatorname{SINR}\left(\gamma_{l}^{H}\right)$ with $(K, L)=(10,6)$, where the computational time of the proposed UDD algorithm (i.e., Algorithm 1) are $0.0887,0.0877,0.0867,0.0868,0.0893,0.0957,0.1060$, and 0.1184 (s), from left to right.


Fig. 5. JBPA: (a) Power versus the number of users $K=L \in\{2,4,6,8,10\}$, (b) convergence behaviors of the proposed UDD algorithm, with target $\gamma_{k}^{M}=\gamma_{\ell}^{H}=6 \mathrm{~dB}$, and $N_{t}^{D}=N_{r}^{U}=20$, and (c) computational time of the proposed UDD algorithm with $N_{t}^{D}=N_{r}^{U}=20$.


Fig. 6. JBPA: (a) Power versus the number of antennas $\left(N_{t}^{D}\right)$, (b) convergence behaviors of the proposed UDD algorithm, with target $\gamma_{k}^{M}=\gamma_{\ell}^{H}=2 \mathrm{~dB}$, and $N_{r}^{U}=20$, and (c) computational time of the proposed UDD algorithm (Algorithm 1) are $0.2259,0.2379,0.2555,0.3326$, and 0.3606 , from left to right.
uniformly distributed in two cells [50]. For both HTD/MTD user types, the number of users ( $K=L$ ) in each cell increases from 2 to 10 . The parameter settings are $\gamma_{k}^{M}=\gamma_{\ell}^{H}=6 \mathrm{~dB}$ and $N_{t}^{D}=N_{r}^{U}=20$. The radii of both UL/DL BSs are 40 m . As expected, the system power increases when the number of users increases as shown in Fig. 5(a), where one again confirms that the proposed UDD (i.e., Algorithm 1) converges to the same global optimal as SDR/SOCP solutions. In Fig. 5(b), UDD shows faster convergence rate. In Fig. 5(c), the computational time does increases when the number of users increases, comparing to which the computational time almost remains
unaltered for different QoS settings. This result well matches our complexity analysis result (22), which depends on $K, L$ but is independent of $\left(\gamma_{k}^{M}, \gamma_{\ell}^{H}\right)$; cf. Section IV-D for further details.

In Fig. 6, we evaluate the power versus the number of antennas at DL BS $\left(N_{t}^{D}\right)$. In this simulation, we observe different topologies (PPP) to verify the efficiency of our method. The number of MTDs and HTDs are $K=9\left(\bar{\lambda}^{M}=11\right)$ and $L=12$ $\left(\bar{\lambda}^{H}=12\right)$, respectively. The number of UL antennas is set to $N_{r}^{U}=20$. In Fig. 6(a), when the number of DL antennas increases from 20 to 36 , the total system power decreases.


Fig. 7. JBPAEH: (a) Power versus the number of antennas $\left(N_{t}^{D}=N_{r}^{U}\right)$, (b) convergence behaviors of the proposed SOCP relaxation algorithm, with target $\gamma_{k}^{M}=\gamma_{\ell}^{H}=15 \mathrm{~dB}$, and $N_{t}^{D}=N_{r}^{U}=28$, and (c) computational time of the proposed SOCP relaxation algorithm $\left(N_{t}^{D}=N_{r}^{U}\right)$, with $E_{k}^{M}=-5 \mathrm{dBm}, K=2$,
and $L=2$.

TABLE II
JBPAEH: SINR $\left(\gamma=\gamma_{k}^{M}=\gamma_{\ell}^{H}\right)$, Optimal PS Ratio $\left(\rho_{k}\right)$, AND TARGET EH REQUiREMENT $\left(E_{k}^{M}\right)$, Where $k=1$, and $N_{r}^{U}=N_{t}^{D}=28$

| $\rho_{k}>E_{k}^{\mathrm{M}}$ | $E_{k}^{\mathrm{M}}=-25 \mathrm{dBm}$ | $E_{k}^{\mathrm{M}}=-20 \mathrm{dBm}$ | $E_{k}^{\mathrm{M}}=-15 \mathrm{dBm}$ | $E_{k}^{\mathrm{M}}=-10 \mathrm{dBm}$ | $E_{k}^{\mathrm{M}}=-5 \mathrm{dBm}$ | $E_{k}^{\mathrm{M}}=0 \mathrm{dBm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma$ |  |  |  |  |  |  |
| $\gamma=15 \mathrm{~dB}$ | $\rho_{k}=[0.0944]$ | $\rho_{k}=[0.0366]$ | $\rho_{k}=[0.0183]$ | $\rho_{k}=[0.0101]$ | $\rho_{k}=[0.0057]$ | $\rho_{k}=[0.0032]$ |
| $\gamma=20 \mathrm{~dB}$ | $\rho_{k}=[0.2411]$ | $\rho_{k}=[0.0922]$ | $\rho_{k}=[0.0334]$ | $\rho_{k}=[0.0135]$ | $\rho_{k}=[0.0067]$ | $\rho_{k}=[0.0036]$ |

We also can see that when the SINR requirement increases, the power consumption in the $y$-axis increases, as discussed previously. Also, we evaluate the convergence behaviors of the proposed UDD algorithm in Fig. 6(b). In Fig. 6(c), we also compare the computational time versus the number of antennas at the DL BS performance. The proposed UDD algorithm has fast computational time than SDR and SOCP.

## B. JBPAEH Optimization Problem

For the JBPAEH problem, we compare the SDR and the proposed Algorithm 2. Note that (25) and (33) are complicated convex problems, and it is not easy to find a feasible solution set for both (25) and (33) simultaneously. Thus, similar to [48], [50], and [51], we consider a simplified scenario with uniformly distributed $L=2$ HTDs and $K=2$ MTDs. We set the variances of the circuit noises to $\widetilde{\sigma}_{k}^{2}=-50 \mathrm{dBm}$ [45], [52]. Algorithm 2 is stopped by $\epsilon_{3}=10^{-2}$. Table II shows the relationship between SINRs $\left(\gamma=\gamma_{k}^{M}=\gamma_{\ell}^{H}\right.$, in dB), EH requirements $\left(E_{k}^{M}\right.$, in dBm ), and PS ratios $\left(\rho_{k}\right)$, where $\rho_{k}$ has no measurement unit. We set $N_{r}^{U}=N_{t}^{D}=28$ and display the performances for an arbitrary MTD (i.e., the first MTD, where $k=1$ ), as same results are obtained for all other MTDs. We can observe that when EH requirement $\left(E_{k}^{M}\right)$ adds, the PS factor $\left(\rho_{k}\right)$ decreases. The reason is that more energy is required for the EH circuit of the receiving MTD to achieve the higher requirement. Similarly, when $\operatorname{SINR}\left(\gamma=\gamma_{k}^{M}=\gamma_{\ell}^{H}\right)$ increases, the PS factor ( $\rho_{k}$ ) increases, because more energy is required to meet the ID requirement of the MTD to achieve the higher target QoS. This well-known tradeoff between the ID requirement and EH can be referred to [13] and [14].

Fig. 7 shows the power versus the number of antennas at DL/UL BS $\left(N_{t}^{D}=N_{r}^{U}\right)$. It can be observed that the power decreases from left to right with an increasing number of antennas at DL/UL BS in Fig. 7(a). It is easy to check from (6)
and (8), i.e., when we increase the number of antennas at DL/UL BS, SINR in (6) and (8) need less power in $\left\{\boldsymbol{p}_{\ell}^{H}\right\}$ to achieve the same SINR requirement. Due to the hard coupled problem of (33), we also examine the cvx in MATLAB, e.g., CVX solver: SeDuMi and CVX precision, etc. Fig. 7(b) compares the convergence behaviors of the proposed SOCP relaxation algorithm. The convergence of the SOCP relaxation is in two step. In Fig. 7(c), we compare the computational time versus the number of antennas at DL/UL BS. The proposed algorithm has faster computational time than SDR since the computational effort required for matrix operations in SDR is more than that for vector operations in the proposed SOCP relaxation-based method.

## VII. Conclusion and Future Work

Finally, we present the conclusion of this article and the future work for the coexistence issue in IoT development.

## A. Conclusion

We have considered JBPA and JBPAEH for M2M/H2H coexistence with dynamic green TDD system in this work. The design objective is QoS-constrained power minimization in JBPA and QoS as well as EH-constrained power minimization in JBPAEH. First, we investigated a simplified problem where each device is assumed having no EH capabilities. In the simplified problem, the resulting optimization problem is challenging to solve because the design variables are tightly coupled in the constraints. We proposed a novel low-complexity UDD-based AO algorithm to solve the problem. Then, we proposed a low-complexity SOCP relaxation-based AO algorithm to deal with the tightly coupled problem with EH considerations. Numerical results demonstrated the performance of the proposed UDD and SOCP relaxation algorithm from different perspectives.

## B. Future Work

In the future 6 G research direction, we will consider the intelligent reflecting surface (IRS) and machine learning (ML) to assist the $\mathrm{H} 2 \mathrm{H} / \mathrm{M} 2 \mathrm{M}$ coexistence issue in green dynamic TDD [53]-[55]. By IRS-assisted EH in dynamic TDD scenario, the cross-link interference control and EH requirements are more "intelligent" management. In addition, extending the current formulation for accounting the scenario with massive machine-type communications ( $\mathrm{M} 2 \mathrm{M} / \mathrm{H} 2 \mathrm{H}$ coexistence) is an interesting future research line, which would be handled by the popular $Q$-learning in reinforcement learning [53] and by fast UL/DL beamforming design via deep learning [55]. Finally, investigating the multicell dynamic TDD design for $\mathrm{H} 2 \mathrm{H} / \mathrm{M} 2 \mathrm{M}$ coexistence issue under the additional EH constraints should also be a challenging research direction deserving more attentions. Moreover, JBPA design of D2D communication in $\mathrm{H} 2 \mathrm{H} / \mathrm{M} 2 \mathrm{M}$ coexistence is also a challenging work in the future.

## Appendix A

## Proof of Theorem 1

Due to the convexity of (9), Slater's condition is satisfied, i.e., the duality gap is zero [47]. The Lagrangian of the problem (9) is given by

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{W}, \boldsymbol{p}^{H}, \lambda^{M}, \lambda^{H}, \boldsymbol{A}\right)=\sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k}\right)+\sum_{\ell=1}^{L} p_{\ell}^{H} \\
& -\sum_{k=1}^{K} \lambda_{k}^{M}\left(\frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{k} \boldsymbol{h}_{k}}{\gamma_{k}^{M}}-\sum_{i \neq k}^{K} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{i} \boldsymbol{h}_{k}-\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}\right. \\
& \left.-\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right)-\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left(\frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\gamma_{\ell}^{H}}-\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}-\sum_{k=1}^{K} \xi_{\ell, k}\right. \\
& \left.-\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}\right)-\sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{A}_{k} \boldsymbol{W}_{k}\right) \tag{37}
\end{align*}
$$

where $\boldsymbol{W}=\left[\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{K}\right] ; \boldsymbol{p}^{H}, \lambda^{M}$, and $\lambda^{H}$ are denoted in (14). $\boldsymbol{A}$ is the Lagrange multiplier of semidefinite constraint. Rearranging the terms of (37), we have

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{W}, \boldsymbol{p}^{H}, \lambda^{M}, \lambda^{H}, \boldsymbol{A}\right)=\sum_{k=1}^{K} \operatorname{Tr}\left\{\left(\boldsymbol{I}_{N_{t}^{D}}+\sum_{i \neq k}^{K} \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}\right.\right. \\
& \left.\left.+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G}-\lambda_{k}^{M} \frac{\boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger}}{\gamma_{k}^{M}}-\boldsymbol{A}_{k}\right) \boldsymbol{W}_{k}\right\}+\sum_{\ell=1}^{L} p_{\ell}^{H} \\
& +\sum_{k=1}^{K} \lambda_{k}^{M}\left(\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}\right) \\
& -\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left(\frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\gamma_{\ell}^{H}}-\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}-\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}\right) . \tag{38}
\end{align*}
$$

The corresponding KKT conditions are given by

$$
\begin{equation*}
\frac{\partial \mathcal{L}\left(\boldsymbol{W}, \boldsymbol{p}^{H}, \lambda^{M}, \lambda^{H}, \boldsymbol{A}\right)}{\partial \boldsymbol{W}_{k}}=0 \forall k \tag{39a}
\end{equation*}
$$

$$
\begin{align*}
& \boldsymbol{A}_{k} \boldsymbol{W}_{k}=0 \forall k  \tag{39b}\\
& \boldsymbol{A}_{k} \succeq 0, \boldsymbol{W}_{k} \succeq 0, \lambda_{k}^{M} \geq 0 \forall k  \tag{39c}\\
& \lambda_{\ell}^{H} \geq 0 \forall \ell \tag{39d}
\end{align*}
$$

From (39a), we have

$$
\begin{equation*}
\boldsymbol{A}_{k}=\underbrace{\boldsymbol{I}_{N_{t}^{D}}+\sum_{i \neq k}^{K} \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G}}_{\boldsymbol{B}_{k}}-\lambda_{k}^{M} \frac{\boldsymbol{h}_{\boldsymbol{k}} \boldsymbol{h}_{k}^{\dagger}}{\gamma_{k}^{M}} \tag{40}
\end{equation*}
$$

Let $\left\{\left(\lambda_{k}^{M}\right)^{*}\right\}$, and $\left\{\left(\lambda_{\ell}^{H}\right)^{*}\right\}$ denote the optimal dual solution to problem (9). Correspondingly, let $\boldsymbol{A}_{k}^{*}=\boldsymbol{A}_{k}\left(\left(\lambda_{k}^{M}\right)^{*},\left(\lambda_{\ell}^{H}\right)^{*}\right)$.

If $\boldsymbol{B}_{k}^{*}$ is positive definite, $\operatorname{Rank}\left(\boldsymbol{B}_{k}^{*}\right)=N_{t}^{D}$ and $\operatorname{Rank}\left(\boldsymbol{A}_{k}^{*}\right)$ $\geq N_{t}^{D}-1$. However, if $\operatorname{Rank}\left(\boldsymbol{A}_{k}^{*}\right)=N_{t}^{D}$, i.e., $\boldsymbol{A}_{k}^{*}$ is full rank, then it follows from (39b) that $\boldsymbol{W}_{k}^{*}=0$, which cannot be an optimal solution to (9). Moreover, in order to satisfy the SINR constraints, it must hold $\boldsymbol{W}_{k}^{*} \neq 0 \forall k$. Furthermore, in order to avoid an unbounded below, it must follow $\boldsymbol{A}_{k}^{*} \succeq 0$. Hence, the complementary slackness $\boldsymbol{A}_{k}^{*} \boldsymbol{W}_{k}^{*}=0$ in the KKT condition should satisfy. According to $\boldsymbol{A}_{k}^{*} \succeq 0$ and $\boldsymbol{W}_{k}^{*} \succ 0$, we have $\boldsymbol{A}_{k}^{*} \boldsymbol{W}_{k}^{*}=0$. From (40), it is evident that $\boldsymbol{A}_{k}^{*}$ has at most one zero eigenvalue, and therefore, $\operatorname{Rank}\left(\boldsymbol{A}_{k}^{*}\right) \geq N_{t}^{D}-1 \forall k$ [33], [46]. Then, according to the complementary slackness of the KKT condition $\boldsymbol{A}_{k}^{*} \boldsymbol{W}_{k}^{*}=0, \operatorname{Rank}\left(\boldsymbol{W}_{k}^{*}\right)=1$ when the problem is feasible. Thus, the key is to show that $\boldsymbol{B}_{k}^{*} \succ 0$, i.e., $\operatorname{Rank}\left(\boldsymbol{B}_{k}^{*}\right)$ $=N_{t}^{D}$.
Due to $\boldsymbol{A}_{k}^{*} \succeq 0$ and $-\left(\lambda_{k}^{M}\right)^{*}\left(\boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger} / \gamma_{k}^{M}\right) \preceq 0$, we have $\boldsymbol{B}_{k}^{*} \succeq 0$. In the subsequent, we show that $\boldsymbol{B}_{k}^{*} \succ 0$ by contradiction. Assume $\boldsymbol{B}_{k}^{*}$ has the minimum eigenvalue zero. Therefore, there exists at least an $z \neq \mathbf{0}$ such that $\boldsymbol{z}^{\dagger} \boldsymbol{B}_{k}^{*} z=0$. According to (40), it follows that:

$$
\begin{equation*}
\boldsymbol{z}^{\dagger} \boldsymbol{A}_{k}^{*} \boldsymbol{z}=-\frac{\left(\lambda_{k}^{M}\right)^{*}}{\gamma_{k}^{M}} \boldsymbol{z}^{\dagger} \boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{z}=-\frac{\left(\lambda_{k}^{M}\right)^{*}}{\gamma_{k}^{M}}\left|\boldsymbol{z}^{\dagger} \boldsymbol{h}_{k}\right|^{2} . \tag{41}
\end{equation*}
$$

Since $\lambda_{k}^{M}>0$, we have $\boldsymbol{z}^{\dagger} \boldsymbol{A}_{k}^{*} \boldsymbol{z} \leq 0$. This implies that $\boldsymbol{A}_{k}^{*}$ is a negative semidefinite, which in turn violates the KKT condition. Therefore, $\boldsymbol{B}_{k}^{*} \succ 0$ must hold. In other words, $\boldsymbol{W}_{k}^{*} \forall k$ must lie in the null space of $\boldsymbol{A}_{k}^{*} \forall k$ whose dimension is one. Thus, the optimal $\boldsymbol{W}_{k}^{*} \forall k$ to (9) is rank one.

## Appendix B <br> Proof of Theorem 3

We will prove three properties of fixed point, i.e., positivity, monotonicity, and scalability. The proofs are based on the following lemma [37, Proposition 4].
Lemma 1: If $\boldsymbol{A} \succeq 0, \boldsymbol{B} \succeq 0$ and $\mathbf{c}$ is in the range of $\boldsymbol{A}$, then

$$
\begin{equation*}
\frac{1}{\mathbf{c}^{\dagger}(\boldsymbol{A}+\boldsymbol{B})^{-1} \mathbf{c}} \geq \frac{1}{\mathbf{c}^{\dagger} \boldsymbol{A}^{-1} \mathbf{c}} \tag{42}
\end{equation*}
$$

with equality if and only if $\boldsymbol{B}(\boldsymbol{A}+\boldsymbol{B})^{-1} \mathbf{c}=0$.
According to [37, Proposition 4], we can show that the unique fixed-point iteration of (18) obeys the following three properties.

1) Positivity: The positivity can be easily seen since the transmit power is always non-negative.
2) Monotonicity: The virtual HTD part $\mathcal{F}_{\ell}^{H}\left(\lambda^{M}, \lambda^{H}\right)>$ $\mathcal{F}_{\ell}^{H}\left(\left(\lambda^{M}\right)^{\prime},\left(\lambda^{H}\right)^{\prime}\right) \forall \ell$ is obvious. The virtual MTD part is as follows:

$$
\begin{align*}
& \mathcal{F}_{k}^{M}\left(\lambda^{M}, \lambda^{H}\right) \\
& \quad=\frac{1}{\boldsymbol{h}_{k}^{\dagger}\left(\sum_{i=1}^{K} \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \widetilde{\boldsymbol{G}}+\boldsymbol{I}\right)^{-1} \boldsymbol{h}_{k} \xi_{k}^{M}} \\
& \quad=\frac{1}{\boldsymbol{h}_{k}^{\dagger}\left(\sum_{i=1}^{K} \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \widetilde{\boldsymbol{G}}+\boldsymbol{I}+\Gamma\right)^{-1} \boldsymbol{h}_{k} \xi_{k}^{M}} \\
& \quad \geq \frac{1}{\boldsymbol{h}_{k}^{\dagger}\left(\sum_{i=1}^{K}\left(\lambda_{i}^{M}\right)^{\prime} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L}\left(\lambda_{\ell}^{H}\right)^{\prime} \widetilde{\boldsymbol{G}}+\boldsymbol{I}\right)^{-1} \boldsymbol{h}_{k} \xi_{k}^{M}} \\
& \quad=\mathcal{F}_{k}^{M}\left(\left(\lambda^{M}\right)^{\prime},\left(\lambda^{H}\right)^{\prime}\right) \forall k, \tag{43}
\end{align*}
$$

where $\widetilde{\boldsymbol{G}}=\boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G}, \quad \xi_{k}^{M}=\left(1+\left[1 / \gamma_{k}^{M}\right]\right)$, and $\Gamma=\sum_{i=1}^{K}\left(\lambda_{i}^{M}\right)^{\prime} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L}\left(\lambda_{\ell}^{H}\right)^{\prime} \widetilde{\boldsymbol{G}}-\sum_{i=1}^{K}\left(\lambda_{i}^{M}\right)^{\prime} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}-$ $\sum_{\ell=1}^{L}\left(\lambda_{\ell}^{H}\right)^{\prime} \widetilde{\boldsymbol{G}}$.
3) Scalability: The virtual MTD part is as follows:

$$
\begin{align*}
\alpha & \mathcal{F}_{k}^{M}\left(\lambda^{M}, \lambda^{H}\right) \\
& =\frac{\alpha}{\boldsymbol{h}_{k}^{\dagger}\left(\sum_{i=1}^{K} \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H} \widetilde{\boldsymbol{G}}+\boldsymbol{I}\right)^{-1} \boldsymbol{h}_{k} \xi_{k}^{M}} \\
& =\frac{1}{\boldsymbol{h}_{k}^{\dagger}\left(\sum_{i=1}^{K} \alpha \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \alpha \lambda_{\ell}^{H} \widetilde{\boldsymbol{G}}+\widetilde{\alpha}\right)^{-1} \boldsymbol{h}_{k} \xi_{k}^{M}} \\
& \geq \frac{1}{\boldsymbol{h}_{k}^{\dagger}\left(\sum_{i=1}^{K} \alpha \lambda_{i}^{M} \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \alpha \lambda_{\ell}^{H} \widetilde{\boldsymbol{G}}+\boldsymbol{I}\right)^{-1} \boldsymbol{h}_{k} \xi_{k}^{M}} \\
& =\mathcal{F}_{k}^{M}\left(\alpha \lambda^{M}, \alpha \lambda^{H}\right) \forall k \tag{44}
\end{align*}
$$

where $\widetilde{\alpha}=\boldsymbol{I}+(\alpha-1) \boldsymbol{I}$. The virtual HTD part is as follows:

$$
\begin{align*}
& \alpha \mathcal{F}_{\ell}^{H}\left(\lambda^{M}, \lambda^{H}\right) \\
& \quad=\frac{\sum_{j=1}^{L} \alpha \lambda_{j}^{H}\left|\boldsymbol{v}_{j}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}+\sum_{k=1}^{K} \alpha\left|h_{k, \ell}\right|^{2} \lambda_{k}^{M}+\alpha}{\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}\left(1+\frac{1}{\gamma_{\ell}^{H}}\right)} \\
& \quad \geq \frac{\sum_{j=1}^{L} \alpha \lambda_{j}^{H}\left|\boldsymbol{v}_{j}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}+\sum_{k=1}^{K} \alpha\left|h_{k, \ell}\right|^{2} \lambda_{k}^{M}+1}{\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}\left(1+\frac{1}{\gamma_{\ell}^{H}}\right)} \\
& \quad=\mathcal{F}_{\ell}^{H}\left(\alpha \lambda^{M}, \alpha \lambda^{H}\right) \forall \ell . \tag{45}
\end{align*}
$$

Since problem (12) is an LP, the dual problem of (12) is also a convex problem [47]. Therefore, the UDD algorithm satisfies the Slater's condition and the duality gap is zero. In addition, the objective function $\sum_{k=1}^{K} \lambda_{k}^{M}\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+\sum_{\ell=1}^{L} \lambda_{\ell}^{H}\left(\tilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}$ of the problem (13) is nonincreasing (Max and Min are the same in the objective function [36], [42]). Moreover, any initial point of (18) will converge to an "unique" fixed point. Therefore, Algorithm 1 has optimality.

## Appendix C <br> Proof of Theorem 4

Due to the convexity of (25), Slater's condition is satisfied [47]. The Lagrangian of the problem (25) is expressed as

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{W}, \boldsymbol{p}^{H}, \boldsymbol{\rho}, \boldsymbol{\mu}^{M}, \boldsymbol{\mu}^{H}, \boldsymbol{v}^{M}\right)=\sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k}\right)+\sum_{\ell=1}^{L} p_{\ell}^{H} \\
& \\
& -\sum_{k=1}^{K} \mu_{k}^{M}\left(\frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{k} \boldsymbol{h}_{k}}{\gamma_{k}^{M}}-\sum_{i \neq k}^{K} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{i} \boldsymbol{h}_{k}-\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}\right. \\
& \\
& \left.-\left(\sigma_{k}^{\mathrm{M}}\right)^{2}-\frac{\tilde{\sigma}_{k}^{2}}{\rho_{k}}\right)-\sum_{\ell=1}^{L} \mu_{\ell}^{H}\left(\frac{p_{\ell}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\gamma_{\ell}^{H}}-\sum_{j \neq \ell}^{L} p_{j}^{H}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}\right.  \tag{46}\\
& \\
& \left.\quad-\sum_{k=1}^{K} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{W}_{k} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell}-\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}\right)-\sum_{k=1}^{K} v_{k}^{M}\left(\sum_{i=1}^{K} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{W}_{i} \boldsymbol{h}_{k}\right. \\
& \left.\quad+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2} p_{\ell}^{H}+\left(\sigma_{k}^{\mathrm{M}}\right)^{2}-\frac{E_{k}^{M}}{\left(1-\rho_{k}\right)}\right) .
\end{align*}
$$

Thus, we have the Lagrangian dual problem of (25) as follows:

$$
\begin{align*}
& \min _{\substack{\left\{\boldsymbol{W}_{k} \geq 0\right\},\left\{\rho_{k}\right\},\left\{p_{\ell}^{H} \geq 0\right\}}} \mathcal{L}\left(\boldsymbol{W}, \boldsymbol{p}^{H}, \boldsymbol{\rho}, \boldsymbol{\mu}^{M}, \boldsymbol{\mu}^{H}, \boldsymbol{v}^{M}\right)  \tag{47a}\\
& \text { s.t. } 0 \leq \rho_{k} \leq 1 \quad \forall k \in \mathcal{K}
\end{align*}
$$

where the constraints (47b) are named box constraints or variable bounds [47, Sec. 5.7.3]. In (47a), the Lagrangian function can be explicitly rewritten as

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{W}, \boldsymbol{p}^{H}, \boldsymbol{\rho}, \boldsymbol{\mu}^{M}, \boldsymbol{\mu}^{H}, \boldsymbol{v}^{M}\right)=\sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{A}_{k} \boldsymbol{W}_{k}\right)+\sum_{\ell=1}^{L} \mu_{\ell}^{H}\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2} \\
& \quad+\sum_{k=1}^{K}\left(\left(\mu_{k}^{M}-v_{k}^{M}\right)\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+\mu_{k}^{M} \frac{\tilde{\sigma}_{k}^{2}}{\rho_{k}}+v_{k}^{M} \frac{E_{k}^{M}}{\left(1-\rho_{k}\right)}\right) \\
& \quad+\sum_{\ell=1}^{L}\left(1+\sum_{k=1}^{K}\left(\mu_{k}^{M}-v_{k}^{M}\right)\left|h_{k, \ell}\right|^{2}\right. \\
& \left.\quad-\frac{\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}}{\left(\frac{1}{\mu_{\ell}^{H}}\right) \gamma_{\ell}^{H}}+\sum_{j \neq \ell}^{L} \mu_{j}^{H}\left|\boldsymbol{v}_{j}^{\dagger} \boldsymbol{g}_{\ell}\right|^{2}\right) p_{\ell}^{H} \tag{48}
\end{align*}
$$

where $\boldsymbol{A}_{k}=\boldsymbol{I}_{N_{t}^{D}}-\left(\left[\mu_{k}^{M} / \gamma_{k}^{M}\right]+\mu_{k}^{M}\right) \boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger}+\sum_{i=1}^{K}\left(\mu_{i}^{M}-\right.$ $\left.v_{i}^{M}\right) \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \mu_{\ell}^{H} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G}$.
Let $\left\{\left(\mu_{k}^{M}\right)^{*}\right\},\left\{\left(\mu_{\ell}^{H}\right)^{*}\right\}$, and $\left\{\left(v_{k}^{M}\right)^{*}\right\}$ denote the optimal dual solution to problem (25). Accordingly, we define $\boldsymbol{A}_{k}^{*}=$ $\boldsymbol{A}_{k}\left(\left(\mu_{k}^{M}\right)^{*},\left(\mu_{\ell}^{H}\right)^{*},\left(v_{k}^{M}\right)^{*}\right)$. Besides, in order to avoid an unbounded below, it must follow $\boldsymbol{A}_{k}^{*} \succeq 0$. Also, the optimal PS ratio $\rho_{k}^{*}$ from (47) must be the optimal solution of the problem

$$
\begin{align*}
\min _{\rho_{k}} & \left(\sum_{k=1}^{K}\left(\mu_{k}^{M}\right)^{*} \frac{\widetilde{\sigma}_{k}^{2}}{\rho_{k}}+\left(v_{k}^{M}\right)^{*} \frac{E_{k}^{M}}{\left(1-\rho_{k}\right)}\right) \\
\text { s.t. } & 0 \leq \rho_{k} \leq 1 \quad \forall k \in \mathcal{K} . \tag{49}
\end{align*}
$$

Next, we prove the above problem by discussing following three cases about $\left(\mu_{k}^{M}\right)^{*}$ and $\left(v_{k}^{M}\right)^{*}$. If $\left(\mu_{k}^{M}\right)^{*}>0$ and $\left(v_{k}^{M}\right)^{*}=$

0 , the optimal solution will be $\rho_{k}^{*} \rightarrow 1$. If $\left(\mu_{k}^{M}\right)^{*}=0$ and $\left(v_{k}^{M}\right)^{*}>0$, the optimal solution will be $\rho_{k}^{*} \rightarrow 0$. If $\left(\mu_{k}^{M}\right)^{*}=0$ and $\left(v_{k}^{M}\right)^{*}=0$, we will prove that this case cannot happen for any $k$ by contradiction. Assume there exist some $k^{\prime} s$ such that $\left(\mu_{k}^{M}\right)^{*}=\left(v_{k}^{M}\right)^{*}=0$. Let a set $\Psi \triangleq\left\{k \mid\left(\mu_{k}^{M}\right)^{*}=0,\left(v_{k}^{M}\right)^{*}=\right.$ $0,1 \leq k \leq K\}$ and $\Psi \neq \emptyset$. Then, $\boldsymbol{A}_{k}^{*}$ can be rewritten as

$$
\boldsymbol{A}_{k}^{*}=\left\{\begin{array}{l}
\boldsymbol{B}_{k}^{*}, \quad k \in \Psi  \tag{50}\\
\boldsymbol{B}_{k}^{*}-\left(\frac{\mu_{k}^{M}}{\gamma_{k}^{M}}+\mu_{k}^{M}\right) \boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger}, \quad k \notin \Psi
\end{array}\right.
$$

where $\boldsymbol{B}^{*}=\boldsymbol{I}_{N_{t}^{D}}+\sum_{i=1}^{K}\left(\mu_{i}^{M}-v_{i}^{M}\right) \boldsymbol{h}_{i} \boldsymbol{h}_{i}^{\dagger}+\sum_{\ell=1}^{L} \mu_{\ell}^{H} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G}$. Due to $\boldsymbol{A}_{k}^{*} \succeq 0$ and $-\left(\left[\left(\mu_{k}^{M}\right)^{*} / \gamma_{k}^{M}\right]+\left(\mu_{k}^{M}\right)^{*}\right) \boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger} \preceq 0$, we have $\boldsymbol{B}_{k}^{*} \succeq 0$. Next, we proof that $\boldsymbol{B}_{k}^{*} \succ 0$ by contradiction. Assume $\boldsymbol{B}_{k}^{*}$ has the eigenvalue zero. Thus, we have at least an $\boldsymbol{z} \neq \mathbf{0}$ such that $\boldsymbol{z}^{\dagger} \boldsymbol{B}_{k}^{*} \boldsymbol{z}=0$. According to (50), we have that

$$
\begin{equation*}
\boldsymbol{z}^{\dagger} \boldsymbol{A}_{k}^{*} \boldsymbol{z}=-\left(\frac{\left(\mu_{k}^{M}\right)^{*}}{\gamma_{k}^{M}}+\left(\mu_{k}^{M}\right)^{*}\right) z^{\dagger} \boldsymbol{h}_{k} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{z}, \quad k \notin \Psi \tag{51}
\end{equation*}
$$

Note that we have $\left(\mu_{k}^{M}\right)^{*}>0$ if $k \notin \Psi$. According to (51), we have $\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{z}\right|^{2} \leq 0, k \notin \Psi$. It thus follows that $\boldsymbol{h}_{k}^{\dagger} z=0, k \notin \Psi$. Thus, we obtain $z^{\dagger} \boldsymbol{B}^{*} z=z^{\dagger} \boldsymbol{z}+\sum_{\ell=1}^{L} \mu_{\ell}^{H} z^{\dagger} \boldsymbol{G}^{\dagger} \boldsymbol{v}_{\ell} \boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{z}>0$. This contradicts to $\boldsymbol{z}^{\dagger} \boldsymbol{B}_{k}^{*} \boldsymbol{z}=0$. Therefore, $\boldsymbol{B}_{k}^{*} \succ \mathbf{0}$, i.e., $\operatorname{rank}\left(\boldsymbol{B}_{k}^{*}\right)=$ $\boldsymbol{I}_{N_{t}^{D}}$. It follows from (50) that $\operatorname{rank}\left(\boldsymbol{A}_{k}^{*}\right)=\boldsymbol{I}_{N_{t}^{D}}$ if $k \in \Psi$. On condition that the complementary slackness $\boldsymbol{A}_{k}^{*} \boldsymbol{W}_{k}^{*}=0$ in the KKT condition, we have $\boldsymbol{W}_{k}^{*}=0$ if $k \in \Psi$. However, if $\boldsymbol{A}_{k}^{*}$ is full rank $\left(\operatorname{rank}\left(\boldsymbol{A}_{k}^{*}\right)=N_{t}^{D}\right)$, then we have $\boldsymbol{W}_{k}^{*}=0$ which cannot be an optimal beamforming solution to (25). Furthermore, in order to satisfy the SINR requirement constraints, it must hold $\boldsymbol{W}_{k}^{*} \neq 0 \forall k$. Besides, in order to avoid an unbounded below, it must follow $\boldsymbol{A}_{k}^{*} \succeq 0$. Hence, we have $\operatorname{rank}\left(\boldsymbol{A}_{k}^{*}\right)=N_{t}^{D}-1$ and $\operatorname{rank}\left(\boldsymbol{W}_{k}^{*}\right)=1$. The optimal $\boldsymbol{W}_{k}^{*} \forall k$ to (25) is rank-one.

## Appendix D

## Proof of Theorem 5

In problem (33), the objective function $\sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+$ $\sum_{\ell=1}^{L}\left(\tilde{p}_{\ell}^{H}\right)^{2}$ is nonincreasing. Moreover, the problem is already transformed to an SOCP form. Assume $\boldsymbol{u}_{k}^{*}$ and $z_{k}^{*}$ are any two optimal solutions to problem (8). Define $\left(\theta_{k}^{\boldsymbol{u}}\right)^{*} \triangleq \angle\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{u}_{k}^{*}\right)$ and $\left(\theta_{k}^{z}\right)^{*} \triangleq \angle\left(\boldsymbol{h}_{k}^{\dagger} z_{k}^{*}\right)$ are the angle of $\boldsymbol{u}_{k}^{*}$ and the angle of $z_{k}^{*}$, respectively. Analogous to [48, Lemma 4], we prove $\boldsymbol{u}_{k}=z_{k}^{*} e^{j\left[\left(\theta_{k}^{u}\right)^{*}-\left(\theta_{k}^{z}\right)^{*}\right]}$. The optimal solutions $\boldsymbol{u}_{k}^{*}$ to problem (33) is feasible and optimal as follows:

$$
\begin{array}{ll}
\min _{\left\{\boldsymbol{u}_{k}^{*}\right\}} & \sum_{k=1}^{K}\left\|\boldsymbol{u}_{k}^{*}\right\|^{2}+\sum_{\ell=1}^{L}\left(\widetilde{p}_{\ell}^{H}\right)^{2}  \tag{52a}\\
\text { s.t. } \sqrt{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} \boldsymbol{u}_{i}^{*}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\widetilde{p}_{\ell}^{H}\right)^{2}+\bar{\sigma}_{k}^{\mathrm{M}}} \leq \frac{\boldsymbol{h}_{k}^{\dagger} \boldsymbol{u}_{k}^{*}}{\sqrt{\gamma_{k}^{M}}} e^{-j\left(\theta_{k}^{\boldsymbol{u}}\right)^{*}} \forall k
\end{array}
$$

$$
\begin{equation*}
\sqrt{\sum_{j \neq \ell}^{L}\left(\widetilde{p}_{j}^{H}\right)^{2}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} \boldsymbol{u}_{k}^{*}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \leq \frac{\widetilde{p}_{\ell}^{H} \sqrt{\mid{\left.\widetilde{\boldsymbol{v}} \ell\right|^{2}}}}{\sqrt{\gamma_{\ell}^{H}}} \forall \ell \tag{52c}
\end{equation*}
$$

$$
\begin{equation*}
\sqrt{q_{k}^{2}+r_{k}^{2}} \leq \sqrt{1+\frac{1}{\gamma_{k}^{M}}} \boldsymbol{h}_{k}^{\dagger} \boldsymbol{u}_{k}^{*} e^{-j\left(\theta_{k}^{u}\right)^{*}} \forall k \tag{52~d}
\end{equation*}
$$

$$
\begin{align*}
& \sqrt{\left(r_{k}-\alpha_{k}\right)^{2}+4 \widetilde{\sigma}_{k}} \leq r_{k}+\alpha_{k} \forall k  \tag{52e}\\
& \sqrt{\left(q_{k}-\beta_{k}\right)^{2}+4 \sqrt{E_{k}^{M}}} \leq q_{k}+\beta_{k} \forall k  \tag{52f}\\
& \sqrt{\alpha_{k}^{2}+\beta_{k}^{2}} \leq 1, r_{k} \geq 0, \quad q_{k} \geq 0 \forall k  \tag{52~g}\\
& \operatorname{Re}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{u}_{k}^{*} e^{-j\left(\theta_{k}^{u}\right)^{*}}\right) \geq 0, \quad \operatorname{Im}\left(\boldsymbol{h}_{k}^{\dagger} \boldsymbol{u}_{k}^{*} e^{-j\left(\theta_{k}^{u}\right)^{*}}\right)=0 \forall k \tag{52h}
\end{align*}
$$

where $\bar{\sigma}_{k}^{\mathrm{M}}=\left(\sigma_{k}^{\mathrm{M}}\right)^{2}+r_{k}^{2}$ and $\widetilde{\boldsymbol{v}}_{\ell}=\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{\ell}$.
Now, the optimal value of problem (8) is not greater than that of the optimal value of problem (52). Similarly, we also can check the optimal solution $z_{k}^{*}$. Then, the optimal solution $z_{k}^{*}$ to problem (33) is still feasible and optimal as follows:

$$
\begin{align*}
& \left.\min _{\left\{z_{k}^{*}\right\}} \sum_{k=1}^{K}\left\|z_{k}^{*}\right\|^{2}+\sum_{\ell=1}^{L} \tilde{p}_{\ell}^{H}\right)^{2}  \tag{53a}\\
& \text { s.t. } \sqrt{\sum_{i \neq k}^{K}\left|\boldsymbol{h}_{k}^{\dagger} z_{i}^{*}\right|^{2}+\sum_{\ell=1}^{L}\left|h_{k, \ell}\right|^{2}\left(\widetilde{p}_{\ell}^{H}\right)^{2}+\bar{\sigma}_{k}^{\mathrm{M}}} \leq \frac{\boldsymbol{h}_{k}^{\dagger} z_{k}^{*}}{\sqrt{\gamma_{k}^{M}}} e^{-j\left(\theta_{k}^{z}\right)^{*}} \forall k  \tag{53b}\\
& \sqrt{\sum_{j \neq \ell}^{L}\left(\widetilde{p}_{j}^{H}\right)^{2}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{g}_{j}\right|^{2}+\sum_{k=1}^{K}\left|\boldsymbol{v}_{\ell}^{\dagger} \boldsymbol{G} z_{k}^{*}\right|^{2}+\left(\widetilde{\sigma}_{\ell}^{\mathrm{H}}\right)^{2}} \leq \frac{\widetilde{p}_{\ell}^{H} \sqrt{\left|\widetilde{\boldsymbol{v}}_{\ell}\right|^{2}}}{\sqrt{\gamma_{\ell}^{H}}} \\
& \sqrt{q_{k}^{2}+r_{k}^{2}} \leq \sqrt{1+\frac{1}{\gamma_{k}^{M}}} \boldsymbol{h}_{k}^{\dagger} z_{k}^{*} e^{-j\left(\theta_{k}^{z}\right)^{*}} \forall k  \tag{53c}\\
& \sqrt{\left(r_{k}-\alpha_{k}\right)^{2}+4 \widetilde{\sigma}_{k} \leq r_{k}+\alpha_{k} \forall k}  \tag{53e}\\
& \sqrt{\left(q_{k}-\beta_{k}\right)^{2}+4 \sqrt{E_{k}^{M}} \leq q_{k}+\beta_{k} \forall k}  \tag{53f}\\
& \sqrt{\alpha_{k}^{2}+\beta_{k}^{2}} \leq 1, r_{k} \geq 0, q_{k} \geq 0 \forall k  \tag{53~g}\\
& \operatorname{Re}\left(\boldsymbol{h}_{k}^{\dagger} z_{k}^{*} e^{-j\left(\theta_{k}^{z}\right)^{*}}\right) \geq 0, \quad \operatorname{Im}\left(\boldsymbol{h}_{k}^{\dagger} z_{k}^{*} e^{-j\left(\theta_{k}^{z}\right)^{*}}\right)=0 \forall k . \tag{53h}
\end{align*}
$$

Therefore, we have $\sum_{k=1}^{K}\left\|\boldsymbol{u}_{k}^{*}\right\|^{2}=\sum_{k=1}^{K}\left\|z_{k}^{*}\right\|^{2}$. It is observed that $z_{k}^{*} e^{j\left[\left(\theta_{k}^{u}\right)^{*}-\left(\theta_{k}^{z}\right)^{*}\right]}$ is an optimal solution to problem (52), i.e., $\boldsymbol{u}_{k}^{*}=z_{k}^{*} e^{j\left[\left(\theta_{k}^{u}\right)^{*}-\left(\theta_{k}^{z}\right)^{*}\right]}=z_{k}^{*}(\forall k \in \mathcal{K})$. Also, $\boldsymbol{u}_{k}^{*}$ and $z_{k}^{*}$ satisfy the KKT condition of problem (33). Thus, any limit point of Algorithm 2 is also a KKT solution up to phase rotation.

In Algorithm 2, objective function of the problem (8) is nonincreasing $\left.\left(\sum_{k=1}^{K}\left\|\boldsymbol{w}_{k}\right\|^{2}+\sum_{\ell=1}^{L} \widetilde{p}_{\ell}^{H}\right)^{2}\right)$. Moreover, Algorithm 2 is alternating by the MMSE solution and SOCP-relaxation convex problem. Therefore, Algorithm 2 has optimality.
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[^1]:    ${ }^{1}$ Problems (7) and (8) can be easily redefined to handle the reversed direction in TDD (i.e., one cell serves DL HTDs with the other serving UL MTDs). Specifically, for (7), the notations $\left(p_{\ell}^{H}, \sigma_{k}^{M}, \gamma_{k}^{M}, \widetilde{\sigma}_{\ell}^{\mathrm{H}}, \gamma_{\ell}^{H}\right)$ can be changed as $\left(p_{\ell}^{M}, \sigma_{k}^{H}, \gamma_{k}^{H}, \tilde{\sigma}_{\ell}^{\mathrm{M}}, \gamma_{\ell}^{M}\right)$; note that we still have $K=L$. Similarly, for (8), the notations $\left(\widetilde{\sigma}_{k}, E_{k}^{M}\right)$ can be changed as $\left(\widetilde{\sigma}_{k}, E_{k}^{H}\right)$. For both changes above, one can observe that the optimization problem structures remain unaltered, meaning that the algorithms developed in the subsequent sections are still applicable for all the dynamic TDD time instances.

[^2]:    ${ }^{2}$ Note that we only analyze the formation of optimization theory since the factorization is fixed [44], and the MMSE in (22)-(24) are all dominated by the matrix inverse.
    ${ }^{3}$ Note that the function form of (17) is (18) in the manuscript.

