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Introduction vgo

- Readability refers to what degree a reading material can be understood

by its readers

- When readers are reading a text with high readability, they will achieve better

comprehension and learning retention
(Dale and Chall 1949; Klare 2000)

- In order to facilitate readers to digest and comprehend documents,
researchers have long been developing readability models that can
automatically and accurately estimate text readability
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Introduction & Related \Work (cont.)

Highly user-dependent

Pragmatics & e.g. Interpretation based on genre and context
Advanced Semantics

/ \ e.g. Cohesive text, coherent argument

. Sentence structure, complextty

Lexical / Semantic
(Vocabulary, Morphology, Cognitive)

e.g. Word familiarity, frequency

e.g. Font, formatting, spacing

Text legibility

Figure 2: Key aspects of text readability, ordered from lowest level (text legibility) to highest level
(user interest and background). These levels are one way to categorize the types of features used

by text readability measures for automated assessment. (Collins-Thompson 2014)
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Introduction & Related Work (cont.)

User
Background

Legibility

* Font
« Formatting

« Linguistics Features
* Topic
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Introduction & Related \Work (cont.)

- In order to facilitate readers to digest and comprehend documents,
researchers have long been developing readability models that can
automatically and accurately estimate text readability.

Languages

» English (Graesser et al., 2004; Pitler and Nenkova 2008)

» French (Todirascu, Francois, Gala, Fairon, Ligozat and Bernhard 2013; Dascalu 2014)
» Swedish (Pilan, Volodina and Johansson 2014)

» German (Vor Der Brick and Hartrumpf 2007)

* Chinese (Chen, Chen and Cheng 2013; Sung et al., 2016)

» Japanese (Sato, Matsuyoshi and Kondoh 2008)

Domains:

» American courts (Dubay 2004)

» Biology textbooks (Belden and Lee 1961)

» Health education messages (Freimuth 1979; Santos, Daar, Badeau and Lei 2017)
* Business communication textbooks (Razek and Cone 1981)

» Economics textbooks (Gallagher and Thompson 1981; McConnell 1982)

» Adult learning materials (Taylor and Wahlstrom 1999)
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Related Work - The Development of Readability Studles
Traditional Readability Formulas
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Introduction & Related Work (cont.) Yl

Traditional Readability Formulas

Flesch Reading Ease (Flesch, 1948)
total words total syllables
+ 84.6

206.835 — 1.015
total words

total sentences

Dale-Chall (Dale & Chall, 1948)

dif ficult words
words

words )

XlOO) + 0.0496(
sentences

O.1579<

SMOG (McLaughlin, 1969)

30
number of sentences

+ 3.1291

grade = 1.0430 X\/number of polysyllables X

Graesser, Singer and Trabasso (1994) have pointed out that traditional formulas using
linguistic features fail to reflect the real process of reading, with semantics and syntax being
merely shallow linguistic features, unable to reflect the cohesion of the text.

Collins-Thompson (2014) also noted the emphasis of traditional readability formulas on the
shallow information of a text while overlooking important deeper features.
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Related Work - The Development of Readability Studies
Traditional Readability Formulas (cont.)

Table 2

Readability Estimates and Corresponding Grade Levels (Begeny, J. C., and Greene, D. J. 2014.)
Passage DORF Dale-Chall F-K FOG Forcast Fry Lexile PSK SMOG  Spache
A 18 1.0 (1%Y 09 (1% 3339  7.3(7h 1 (1% 350 (1% 373"y 44ty 202
B 1 1.0 (1Y 22 2™y 4.5 @4t 8 (8™ 22"y 470 2™y 4.1 @™y 551 2.4 (2"
C 20 3.0 (314 3.2 (31) 5.0(5M) 7.8 (7t 3(3d) 670 (3) 4.2 4th) 4 4h 2.8 (20d)
D 2nd 4.0 (4 3.7(34) 53(5™  86(@M™ 4@™  7504™)  44@h) 5™ 270"
E 3rd 4.0 (41 3.8 (3) 6.3 (6 7.9 (71 4 (4t 750 (41 4.4 4y 6 (6'M) 3.1 (3
F 3rd 4.0 (4 57"y 77@%m 920y 7"y 880@™) 515" g8t 3.2 (39
G Ath 5.5 (5 57(5M) 84@8M 950M 7™y  880@4™) 525 g(8M) 3.4 (34
H 4th 4.0 (4 6.8 (6)  8.0(8™M) 9.3 (9t 7 (71 1080 (5™)y 5.2 (5™ 7 (7™ 3.8 (3
| 5th 5505 636" 8.8(8M) 9 (9t 7™ 900 @™ 5.1(5™) 99ty 3539
J Sth 5.5 (5 8.1 (8M) 104 (10") 9.8 (9th) 8 (8th) 1140 (6'™) 5.6 (51) 9 (9th) 3.9 (314
K 6h 5.5 (5 8.7 (8M) 10.2 (10" 9.3 (9 8 (81 1180 (6™) 5.6 (™) 99h) 4.4 @4h)
L 6 5.5 (5'h) 8.9 (81) 9.6 (9") 11.6 (11t) 10 (10™) 1050 (5) 6.2 (6'") 10 (10%) 3.9 (37
Accuracy 41.67% 16.67% 0% 0% 8.3% 25% 25% 0% 33.33%

Overall findings of this study suggested that only one of the readability formulas (Dale-Chall) demonstrated to be a valid
and consistent indicator of text difficulty when compared to a commonly used proxy of elementary-aged students’ reading

ability (i.e., ORF).
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Related Work - The Development of Readability Studies
Traditional Readability Formulas (cont.)

The popular readability formulas, namely the Flesch Reading Ease (Flesch, 1943) and the
Flesch-Kincaid Grade Level (Kincaid & McDaniel, 1974) formulas rely primarily on word
length (number of letters or syllables) and sentence length to assess difficulty level.
Consequently, textbook publishers pressured to target textbooks to a certain grade can lower
textbooks’ grade level estimates by reducing word and sentence lengths. This approach
results in short, choppy, sentences with minimal cohesion. However, texts with shorter
sentences paradoxically run the risk of being more difficult to comprehend, particularly for
readers with low domain knowledge and low reading proficiency. Why? Because there are
fewer linguistic cues of cohesion that specify how the sentences should be conceptually
related.

McNamara, Louwerse, & Graesser, A. C. (2002).
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Research Objectives

English Graesser et al. (2004) Chinese Sung et aI (2015)
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Coh-Metrix version 3.0 indices
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Table of contents

|. General overview

Il. Overview of Coh-Metrix indices (output file)
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3. Referential Cohesion
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« Scholars have in recent years begun to conduct research using multiple linguistic
features.

» The readability indices that include four main categories: word, syntax, semantics, and
cohesion.



Speech and Machine Intelligence Laboratory v
[em\

Experiment Gy

. Defining the
Data 386 Chinese texts linguistic features
\/T"x of Chinese texts
Extract
Rﬂﬂdahﬂ.il]’ CRIE
Features
Dividing 386 texts
into five subsets
|  5-fold |
| Cross-validation  oh o
I subsets for
training data

I Umlevel DA| | Unilevel VM Multilevel Multilevel
| Models Maodels DA Models | | SVM Models
I T T I T

T T T T |
S

| | I I

Li ¥ Li L

Umilevel DA Unilevel SWM Multilevel Multilevel
Accuracy Accuracy DA Accuracy| | SVM Accuracy

Fig. 3 Procedure for constructing and validating the models
Sung, Y. T., Chen, J. L., Cha, J. H., Tseng, H. C., Chang, T. H., & Chang, K. E. (2015). Constructing and validating readability

models: the method of integrating multilevel linguistic features with machine learning. Behavior research methods, 47(2), 340-
354.
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Experiment Results: materials

The experimental materials for this study were adopted from the 1 to 6
grade textbooks published in 2009 by three major publishers in Taiwan,

Nan I (Nan | 2009), Han Lin (Han Lin 2009), and Kang Hsuan (Kang
Hsuan 2009).

o

Chinese

Sung, Y. T., Chen, J. L., Cha, J. H., Tseng, H. C., Chang, T. H., & Chang, K. E. (2015). Constructing and validating readability

models: the method of integrating multilevel linguistic features with machine learning. Behavior research methods, 47(2), 340-
354.



Sung, Y. T., Chen, J. L., Cha, J. H., Tseng, H. C., Chang, T. H., & Chang, K. E. (2015). Constructing and validating readability
models: the method of integrating multilevel linguistic features with machine learning. Behavior research methods, 47(2), 340-

354.

Experiment Results

Table 3 Prediction accuracies (%) of the unilevel and multilevel DA and

SVM models
Level Fold Average
1 2 3 4 5
Word
DA 61.33 5733 53.33 62.67 59.30 58.79
SVM 64.00 65.33 62.67 72.00 61.63 65.13
Semantics
DA 5333 58.67 4933 60.00 61.63 56.59
SVM 54.67 64.00  50.67 58.67 61.63 5793
Syntax
DA 58.67 50.67 5067  46.67 52.33 51.80
SVM 56.00 5200 5467 53.33 51.16 5343
Cohesion
DA 44.00 34.67 4533 52.00 47.67 4473
SVM 4533 37.33 3R.67 52.00 46.51 4397
Multilevel
DA 56.00 6000 56.00 58.67 58.14 57.76
SVM 70,67 77.33 65.33 73.33 72.09 71.75
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Introduction & Related Work (cont.) 050
Domain-Specific Features

» Yan and his colleagues (2006) pointed out in no uncertain terms that when calculating using
terms included in the Medical Subject Headings (MeSH) database, features used in linguistic

feature formulas, such as the number of syllables and length of words, do not correlate with
the difficulty of medical terminology.

* “Shock”
* “Very surprised”

- “A life-threatening condition that occurs when the body is not getting
enough blood flow, which obstructs microcirculation and results in the
lack of blood and oxygen in vital organs”

(Cecconi, De Backer, Antonelli, Beale, Bakker, Hofer, Jaeschke, Mebazaa, Pinsky,
Teboul, Vincent and Rhodes 2014: 1796)
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Introduction & Related Work (cont.) 050
Domain-Specific Features

Yan and his colleagues (2006) pointed out in no uncertain terms that when calculating using
terms included in the Medical Subject Headings (MeSH) database, features used in linguistic
feature formulas, such as the number of syllables and length of words, do not correlate with
the difficulty of medical terminology.

Ontology
* Yan, X., Song, D., and Li, X. (2006). Concept-based document readability in domain-
specific information retrieval, In Proceedings of the 15th ACM International Conference
on Information and Knowledge Management, ACM, New York, NY, pp. 540-549.
Latent Semantic Analysis (LSA)
 Tseng, H. C., Chen, B., Chang, T. H., & Sung, Y. T. (2019). Integrating LSA-based
hierarchical conceptual space and machine learning methods for leveling the readability
of domain-specific texts. Natural Language Engineering, 25(3), 331-361.
Language Model
« Sato, S., Matsuyoshi, S., and Kondoh, Y. (2008). Automatic Assessment of Japanese Text
Readability Based on a Textbook Corpus. In Proceedings of the International Conference
on Language Resources and Evaluation (LREC), Marrakech, Morocco, pp. 654-660.
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Research Objectives (cont.)

* Yan, Song and Li (2006) found that the number of syllables
and word length of a medical term were not related to the
term’s level of difficulty.

« Generalization

* Developing the handcrafted features is not only labor-
Intensive and time-consuming, but also expertise demanding.

total words total syllables

total sentences total words
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Research Objectives (cont.) Sy

| Social ‘
[Corpus P Segmentation RStudleS

Representation Training Readability
learning Model Model

o P _:”

Features
Readability
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Experiment Results: materials 9267

- This paper used a total of 4,648 texts as the experimental data, which
were selected from approved Chinese, social studies and natural
science textbooks for grades 1-12 published in 2009 by three major
Taiwan publishers, Han-Lin, Kang-Hsuan and Nan-I, all of which
were compiled by experts following the curriculum guidelines.

1] 2]3]415 016 7 [ 8 [ 9 [10]11]12

Social 0O 0 80 74 85 81 389 407 325 340 331 270
Studies
NEERY 0 0 72 67 67 62 172 175 157 211 355 295
Science
24 67 61 71 69 70 37 34 28 84 41 47
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Word2vec

Word2vec is one of the word vector representation techniques, also known as word
representation or word embedding, was first proposed by Hinton in 1986 (Hinton 1986). In
2003, Bengio proposed a training framework called Feed-forward Neural Network
Language Model (FFNNLM), which obtained word vector representation through the
neighboring relationship of words in a text (Bengio et al., 2003).

i-th output = P(w, = i| conrext)

softmax
( o®® [ X ] o0® )

! ’ most | computation here \

shared parameters
across words

index for wy_, 4 index for wy_» index for w;_
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Word2vec (cont.)

« Word2vec (Mikolov et al., 2013), recently released by Google, can be seen as a follow-up
method to FFNNLM. However, different from the FFNNLM framework, Word2vec
eliminates the nonlinear hidden layer, which is the most time-consuming component in
FFNNLM training, retaining only the input layer, projection layer and output layer,
streamlining the framework.

INPUT PROJECTION OUTPUT INPUT PROJECTION OUTPUT

W(t-2) W(t-2)

W(t-1) W(t-1)
o SUM SUM o

W(t+1) W(t+1)

W(t+2) W(t+2)

(a) CBE)W Training Algorithm. (b) Skip-gram Training Algorithm.
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fastText

« In 2017, Facebook Al research proposed fastText, which is essentially an extension of
Word2vec (Mikolov et al.).

 FastText architecture is similar to the Word2vec, where the middle word is replaced by a
label. (Supervised semantic space)

INPUT PROJECTION OUTPUT
W(t-2)
W(t-1)
o SUM
D Label
W(t+1)
W(t+2)

(a) CBOW Training Algorithm.
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Distributed Representation Learning: StarSpace

« StarSpace is a general-purpose embedding model brought by Facebook Al
Research in 2017 (Wu et al., 2018).
« Document classification task
« Text ranking
* Image recognition

1Pateh Gim(a, DYEim(a, by), . sim(a,5))
(a,b)EET 4’ /
(a,b™)EE~

Word2vec: negative example

 Different from the design of Word2vec, StarSpace used hinge loss (Rosset, Zhu and
Hastie 2003) to compare the relation of positive/negative pairs of loss function.
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Distributed Representation Learning: CNN

wait
for
the
video
and
do
nt
rent
it

CNN is a class of deep neural networks, that has successfully been applied to analyzing
visual imagery and NLP.
We utilize Keras to implement this readability model.

I | I | I I |
n x k representation of Convolutional layer with Max-over-time Fully connected layer
sentence with static and multiple filter widths and pooling with dropout and
non-static channels feature maps ‘ softmax output

Average pooling (Kim 2014)
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Distributed Representation Learning: Based on Distributed Representations to
Develop Generalized Readability Model (cont.)

output targets

., >

connected |
layers |

Readability Model

(2) I;::::; //\\
| [ Feature 1 Feature 2 [ Feature 3 ] ====| Featuren ]
lnear
layer
(1)
convnluﬁunalg
Iayersg

[%t-l,..., Xt ooe, Xt4r

Fig. 1. CLDNN Architecture

» Sainath, T. N., Vinyals, O., Senior, A., & Sak, H. (2015, April). Convolutional, long short-term memory, fully connected deep neural networks.
In Acoustics, Speech and Signal Processing (ICASSP), 2015 IEEE International Conference on (pp. 4580-4584). IEEE.
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Distributed Representation Learning: Based on Distributed Representations to
Develop Generalized Readability Model (cont.) — Hybrid

Softmax BB BWER]
Merge
Layer | | | || | || | Common
y!
/ w Linguistic
Merge Features
taer [ L LD [T []] HEE
o Pooling = T ] 4« [T [ | Pooling |
| Layer ii HEE Layerg
| 1l
: | :
fastText i :i ' CNN
| i ) component
component | n Convolution
i ii Layer
: h
| h
: h
: h
| —— i B
: h
| - h —
! _—— h —
| o h
= : -
i | ii | |
| Embedding Term g Term Embedding !
: h
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Experiment Results

We used 15 general linguistic features (see
Appendix B for details) employed are the same
as those used for the readability model
developed by Sung et al. (2015a)

Adjacent Accuracy (%

Cominwun Linguistic Features
Word2vec Features (CBOW

fastText Features (CBOW

StarSpace Features
CNN Features
Hybrid Features
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Research Objectives Yy

* In conventional Chinese readability models, word segmentation is one of
the most basic and important procedures in the pre-processing of texts.
However, the ambiguity arising from word segmentation is often a knotty
problem that will inevitably happen in the pre-processing of texts.

—— Word Calculating Training
Training H‘ segmentation —) readability mmm)| readability
documents features model

English
Power outage all over Taiwan.
\A AY A ﬁ Power / outage / all / over / Taiwan.
space
Chinese 28/ kIS

2oA(EE Word / Power outage all over Taiwan.
=T segmentation
. > oy |2/ EK/EE

No space Power outage in National Taiwan University.
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Research Objectives (cont.) VR,

* However, no segmentation model 100% guarantees accuracy.

» |s it possible to train readability model without recourse to word segmentation ?

Representation Training - Readability
learning Model Model

Features ’ Text

Readability
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Experiment Results: materials 9267

- This paper used a total of 4,648 texts as the experimental data, which
were selected from approved Chinese, social studies and natural
science textbooks for grades 1-12 published in 2009 by three major
Taiwan publishers, Han-Lin, Kang-Hsuan and Nan-I, all of which
were compiled by experts following the curriculum guidelines.

1] 2]3]415 016 7 [ 8 [ 9 [10]11]12

Social 0O 0 80 74 85 81 389 407 325 340 331 270
Studies
NEERY 0 0 72 67 67 62 172 175 157 211 355 295
Science
24 67 61 71 69 70 37 34 28 84 41 47
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Training Readability Model - BERT ‘oW

Bidirectional Encoder Representations from Transformers

« How about use “BERT” ? (proposed by Google On Oct. 2018)
BERT is a novel neural language model which makes effective use of bi-

directional self-attention (also called the Transformer) to capture both short
and long-span contextual interaction between the tokens in the input
seqguence, usually in the form of words or word pieces.

The training of BERT consists of two stages: pre-training and fine-tuning.

$

Released by Google Downstream NLP tasks



Training by 3.3 billion tokens
corpus.

1.1 billion parameters need
to training.

21,128 token list.

Released by Google. ©
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Training Readability Model - BERT

Attention Is All You Need

a8 d1o—8 a13—48
| Soft-max |
a1 ai» ai s
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Training Readability Model - BERT ‘oW

Character-level tokenization

Corpus
(4648 Texts)

Y

Split into an array of

characters

Pre-training stage

Traditional /
Simplified Chinese
e-training mo

Fourfifths

Y

Oneffifth

A

Training data

Testing data

™= | BERT language

— - — — — — —

model
Labol ‘
D WD W - ) p Readability model
BERT I
] = [l & | - Fine-tuning stage l

Single Sentence

Predicting the
readability of the
textbook




Training Readability Model — K-BERT

- K-BERT : Enabling Language Representation with Knowledge
Graph (Proposed by Peking University On 2019)

Token
embedding

Soft-position
embedding

Segment
embedding

Sentence Tree

0
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gray: hard-position index

red : soft-position index
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Training Readability Model — K- BERT VRS,

Corpus
2axpE = F)EA(F(F) i
| Y | \ Split into an array of
Character-level tokenization characters
Pre-training stage Four-‘fn‘ths Onefifth
radltlonal / aining it N

Slmpllfled Chinese
e-training mo

= | K-BERT language
model

— - — — — — —

Readability model

|
|
Fine-tuning stage |
Predicting the
readability of the
textbook
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. %«7
Experiment Results

Word-level Character-level

Linguistic fastText
features + model
DNN model | (proposed

by Google
on Jul.
2016)

Accuracy

oauraey \_ Y,

Adjacent accuracy: Allowing plus/minus one level error.
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Adaptive reading for self-regulated readers
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