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Abstract—In this paper, a packet scheduling algorithm called
distributed elastic round robin (DERR) suitable for operation in
a distributed environment is proposed to provide fair scheduling
for the IEEE 802.11 wireless LAN. By simulations, we show that
DERR possesses slightly improved performance in throughput
and delay and exhibits better fairness than distributed deficit
round robin (DDRR), which is a previously proposed fair
scheduling algorithm in the literature.

I. INTRODUCTION

The increasing popularity of mobile devices, e.g., cellular
phone, notebook, personal digital assistant (PDA) etc., has
indicated that a new era of mobile computing and wireless
networks is coming soon. In contrast with the troublesome
problem in planning the layout of a wireline system, wire-
less communication is convenient in setup, flexible in space
arrangement, easy in extension, and so on. This makes the
wireless LAN (WLAN) mainly based on the IEEE 802.11
standard become one of most widely used wireless systems.
In IEEE 802.11, the transmission rate is limited to 2 Mbps

only, while extended versions specified in 1999 are able to
provide 54 Mbps for IEEE 802.11a and 11 Mbps for IEEE
802.11b, respectively. In common with most wireless systems,
WLAN has scarce bandwidth. Thus, it is an important issue
to effectively utilize the transmission medium, to maximize
the utilization, and to provide stable services so as to offer
realtime multimedia in the WLAN and satisfy users’ demands.
Several existing applications require certain degree of quality
of service (QoS), e.g., throughput, delay etc. However, the QoS
requirements cannot be guaranteed simply using the distributed
coordination function (DCF) in IEEE 802.11 WLAN, which
is performed at the medium access control (MAC) layer for
asynchronous bulk data transfer.
In recent years, many schemes to improve the DCF have

been proposed to enhance the performance of WLAN. These
schemes intend to provide different service classes for various
throughput requirements using priorities. However, they often
sacrifice service demands of users with lower priorities. To
solve this problem, schemes focused on fairness are then
proposed. Previous works concerning fair scheduling include
distributed fair scheduling (DFS) [2], distributed weighted fair
queueing (DWFQ) [3], and DDRR [4]. To achieve fairness,
DFS proposes to adjust the backoff interval, while DWFQ

intends to adapt the contention window. Although fairness
is accomplished under both schemes, they cannot avoid the
backoff procedure which can cause throughput and delay to
fluctuate. On the other hand, DDRR employs random inter-
frame space (IFS) mapping (so does our proposed DERR).
This makes DDRR have better performance in terms of
throughput and delay.
In this paper, a new scheduling mechanism, i.e., DERR is

proposed. DERR is a distributed version of ERR [1] which
is a fair scheduling mechanism used in centralized wireline
environments. DERR utilizes the quantity of allowance like
ERR in scheduling of traffic flows based on the knowledge
of their previous transmissions in the one-hop ad hoc envi-
ronment to fairly distribute system resources. In this paper,
we also compare the performance of DDRR and DERR via
simulations and witness that the DERR not only improves the
throughput and delay but also has an edge over the DDRR in
fairness.
To investigate the fairness in more detail, we have derived

upper bounds of the fairness for DERR and DDRR. However,
due to the limitation on paper length, the derivation is not
included in this paper but it can be found in [6].
The rest of this paper is organized as follows. Section II

introduces some relevant mechanisms. After that, we illustrate
the proposed DERR in Section III. The simulation results and
discussions are presented in Section IV. Finally, concluding
remarks are given in Section V.

II. RELEVANT MECHANISMS

In this section, basic operations for DCF of IEEE 802.11
and the DDRR scheduler are briefly reviewed.

A. Basic Operations of IEEE 802.11

Two coordination functions, i.e., centralized and distributed,
are used at the MAC layer of IEEE 802.11 for coordinating
among hosts to decide which one to transmit next. The central-
ized one, i.e., point coordination function (PCF) is controlled
by a point coordinator, which can be either an access point
or a host selected in advance. On the other hand, DCF is
a distributed function that employs carrier-sense multiple ac-
cess/collision avoidance (CSMA/CA) to provide asynchronous
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data transmission without the aid of a coordinator in the
determination of transmission order.

B. The DCF
As mentioned previously, there are two coordination func-

tions at the MAC layer of IEEE 802.11. Data can be transmit-
ted in either the contention mode under DCF or the contention-
free mode under PCF. The DCF is the most basic function
for multiple access. All hosts are required to equip with
this function no matter they are operating in an ad hoc
or an infrastructure network. The underlying mechanism of
the DCF is CSMA/CA, which performs carrier sense and
collision avoidance simultaneously and is best suitable for
delay-insensitive asynchronous data transfer.
Before accessing a medium, a host has to perform the carrier

sense. When the idle medium is sensed, the host first waits
for a period of DCF IFS (DIFS) prior to proceeding with a
backoff procedure. The backoff interval is chosen within [0,
CW], where CW is the contention window. Due to the fact that
it is almost impossible for two hosts to have the same backoff
interval, the packet collision probability would be low. The
backoff timer is decreased only when the medium is idle. As
the timer goes down to zero and the medium is still idle, a
packet is then allowed to be transmitted. After transmission
(no matter it is successful or not), the backoff procedure must
be performed again before the next transmission is performed.
It should be noted that the value of CW is doubled till a
maximum CWmax is reached when a transmission attempt
fails in order to reduce packet collision probability. In Fig. 1,
the DCF mechanism is shown.

Contention Window

Time slot

TransmitBackoff interval (BI)Busy medium

DIFS

DIFS

Transmit

DIFS

SIFS
Channel is idle for BI

Channel is idle

Defer access Decrement backoff timer if channel is idle

Fig. 1. The DCF Mechanism.

C. Review of DDRR
The main idea of DDRR is to apply deficit round robin

(DRR) into the IEEE 802.11 MAC. Firstly, all hosts are
categorized into several service classes according to their
throughput requirements and a service quantity of Q bits
(per Ti second) is assigned to each host. Obviously, a host
belonging to a higher service class has a larger Q. A deficit
counter DCj

i is then assigned to host j in class i. Its value is
increased at a rate of Q bits per Ti seconds and is decreased
by the size of a packet after it is sent. Clearly, Q/Ti is equal
to the desired throughput of class i.
When a host has packets to transmit, it first performs

carrier sense; if the idle medium is sensed, the DCj
i is then

randomly mapped into an IFS. After waiting for a period
of the IFS and the medium is still idle, the packet is then
transmitted; otherwise, the whole process repeats again. In
order to conform to IEEE 802.11, the range of the IFS should
fall between DIFS and PIFS. DDRR thus removes the backoff
procedure. This makes it capable of reducing the variation in
the performance of throughput and delay mainly caused by
the backoff procedure. In addition, DDRR utilizes the DCj

i

in scheduling. This not only avoids packet collision but also
prevents the starvation of low priority hosts.

III. THE PROPOSED DERR
DERR is a modified and distributed version of ERR used

in centralized wireline networks. Similar to DDRR, DERR
intends to apply ERR into IEEE 802.11 MAC by making some
changes to DCF. Based on information about last transmission
of each traffic flow, DERR dynamically adjusts the trans-
mission order among all flows. In one-hop ad hoc networks,
DERR improves the performance of throughput and delay and
achieves better fairness as compared to DDRR.
Suppose that there is no coordinator in a network and all

hosts are categorized into service classes according to their
QoS requirements. In DERR, the amount of bits allowed to
be sent after acquiring the medium is called allowance. The
value of allowance for host j in class i at time t is denoted by
Aj
i (t). The allowance is adjustable and the actual amount of
data transmitted each time is not less than the allowance. This
results in an extra amount of data transmitted which is called
excess. It is then used in adjusting allowance. Let Ej

i (t
0) and

F j
i (t

0) be the excess and the total amount of data sent at time
t0. The relation between the excess and the allowance is shown
as follows:

Ej
i (t

0) = F j
i (t

0)−Aj
i (t

0). (1)

After waiting for a period equal to an IFS, the host can
continue transmitting data till the total bits transmitted exceeds
the allowance if the medium is idle; that is, the service received
by the host has already been more than its fair share. The
excess is recorded by each host and a TE,i is assigned to each
class i. The ratio of Ej

i (t
0)/TE,i is relevant to the throughput

requirement of class i. For time t (t > t0), the allowance has
the following relation:

Aj
i (t) =

Ej
i (t

0)
TE,i

(t− t0)−Ej
i (t

0). (2)

The allowance is dynamically adjusted between two con-
secutive transmissions and the longer a host waits for its
next transmission, the larger the allowance will be. Thus, a
low priority host would eventually have a chance to send its
data and the starvation problem is prevented. In addition, the
allowance also relates to the last excess. That is, a large excess
in the last transmission leads to a small allowance. This is quite
fair in the allocation of system resources.
The calculation of allowance and excess in the proposed

DERR is similar to that of allowance and surplus count in
ERR since both schemes adopt adaptive allowance to achieve
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fairness. However, the allowance is obtained for DERR using
(2) which is different from that in ERR.
In order to apply the above idea into IEEE 802.11 DCF,

the allowance is randomly mapped into an IFS. The detailed
operation is described as follows. First of all, when a host has
data to send and the medium is idle, it waits for an interval
of IFS. If the medium is still idle after its waiting, the host
then begins to transmit its packets; otherwise, it has to wait for
another IFS. Therefore, no backoff procedure is performed. As
for the IFS for host j in class i, it is got using the following
mapping:

IFSji (t) = DIFS − αEA
j
i (t)rand(1, βE), (3)

where αE is a constant and is used to adjust the IFS in
DERR such that it is compatible to IEEE 802.11. The IFS
is obtained through multiplying the allowance by a random
value between 1 and βE (> 1). So, even if some hosts may
possess the same allowance, their IFSs are different. This
effectively avoids possible packet collisions in the original
IEEE 802.11 operation. The DERR IFS is confined within
the interval between PIFS and DIFS and it is shown in Fig. 2.

Busy Medium Data Transmission

Wait for end of transmission

Wait for end of transmission

Fig. 2. The IFS of DERR.

Both DERR and DDRR employ mapping approaches to
avoid collisions. However, deficit count (DC) in DDRR is
used in the mapping, while allowance is used in DERR.
Since the definition and the range of DC and allowance are
different, there exist different scaling factors between them.
In the following, we use subscripts D and E to differentiate
factors for DDRR and DERR, respectively, if necessary.

IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, the performance of DERR and DDRR is

compared via simulations written in C programming language.
We first examine the performance of throughput and delay
under both mechanisms, and then compare the fairness per-
formance by using two performance metrics: fairness index
[5] and throughput/weight ratio. In the following, simulations
are conducted in a 2 Mbps ad hoc WLAN, in which no access
point exists and no RTS/CTS is employed. Unless specifically
mentioned, the following parameters are used throughout all
simulation runs: 8 hosts in the system, 100 kbps for data arrival
rate of each host, 10% overhead added to packet headers

(This results in the data arrival rate of 110 Kbps at the MAC
layer), 1000 bytes for the length of every data packet sent,
βD = βE = 1.9, KE = KD = 10−6 (These two factors
can be related to weights wi equal to KD/TD,i for DDRR
and KE/TE,i for DERR, where TD,i and TE,i denote time
periods.), and Q = 80 bits.
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Fig. 3. Aggregated throughput for DDRR and DERR.
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Fig. 4. Delay time for DDRR and DERR.

A. Comparison of Throughput and Delay
Figs. 3 and 4 show the aggregated throughput and average

delay vs. simulation time, respectively. After running for a
few seconds, an equilibrium state is reached. As shown in
these two figures, DERR slightly improves DDRR in terms of
throughput and delay and the improvements are about 1.2%
and 3.3%, respectively, where the inevitable performance fluc-
tuation is mainly due to the employed contention mechanisms.
Although DERR indeed improves throughput and delay of
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DDRR, the performance gain is marginal. However, we shall
show that the fairness for DERR is much better than that of
DDRR in the following subsection.

B. Comparison of Fairness
To gauge fairness, the fairness index is defined in [5] as

shown in the following:

fairness index =

³P
f
Sf
wf

´2
P

f

P
f

³
Sf
wf

´2 , (4)

where Sf and wf represent the throughput and the weight
of traffic flow f . It is clear that the closer fairness index
approaches to 1, the better a fair scheduler is.
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Fig. 5. Fairness index.

Let us first compare fairness performance between two
mechanisms using the fairness index. Hosts are classified into
five groups having weights equal to 0.02, 0.03, 0.05, 0.1,
and 0.8. As shown in Fig. 5, the fairness index is 0.968 for
DERR and 0.929 for DDRR. We note that the reciprocal
of the difference of fairness indices between each scheme
and the ideal scheme can show how fair a scheme is. Thus,
they are 31.25 for DERR and 14.08 for DDRR. Obviously,
DERR is more fair than DDRR with 122% improvement in
terms of the reciprocal of difference. The improvement of our
proposed DERR is mainly due to that allowance is used to
dynamically adjust transmission order. Fig. 5 also shows that
the increase in the number of hosts has little impact on the
fairness performance.
Next, we focus on investigating throughput/weight ratio

under the two mechanisms. The ratio is obtained by dividing
the mean throughput of a class by its corresponding weight.
Four classes with weights equal to 0.02, 0.03, 0.05, and 0.9
are assumed in the system and each class includes two hosts.
In Figs. 6 and 7, throughput/weight ratios are plotted for
DDRR and DERR, respectively. Obviously, DERR much more
concentrates than DDRR. To illustrate how the concentration

is, we calculate variances of throughput/weight ratios for
DDRR and DERR. The variance is 0.018 for DDRR and
0.00063 for DERR. This definitely suggests that DERR has
an edge over DDRR in fairness since the variance of DDRR
is 29 times larger than that of DERR.
Thus, we demonstrate that DERR has much better fairness

than DDRR using both the fairness index and the ratio of
throughput over weight.
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Fig. 6. Throughput/weight for DDRR.
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Fig. 7. Throughput/weight for DERR.

V. CONCLUSIONS
In this paper, a fair scheduling algorithm called DERR

is proposed for IEEE 802.11 WLAN ad hoc networks. In
the proposed DERR, IEEE 802.11 DCF is modified and a
mapping of allowance into IFS is performed. The allowance
is dynamically adjusted according to both waiting time and
excessive amount of last data transmission. Through simula-
tions, we have compared the performance between DDRR and
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DERR, and the results show that our DERR not only improves
both throughput and delay but also has much better fairness
performance than DDRR.
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